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1 Introduction

This document specifies a family of hash functions, Lesamnta\(^1\), which consists of four algorithms: Lesamnta-224, Lesamnta-256, Lesamnta-384, and Lesamnta-512. The four algorithms differ in terms of the sizes of the blocks and words of data that are used during hashing. Figure 1 summarizes the basic properties of all four Lesamnta algorithms.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Message length (bits)</th>
<th>Block size (bits)</th>
<th>Word size (bits)</th>
<th>Message digest size (bits)</th>
<th>Security(^2) (bits)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lesamnta-224</td>
<td>&lt; (2^{64})</td>
<td>256</td>
<td>32</td>
<td>224</td>
<td>112</td>
</tr>
<tr>
<td>Lesamnta-256</td>
<td>&lt; (2^{64})</td>
<td>256</td>
<td>32</td>
<td>256</td>
<td>128</td>
</tr>
<tr>
<td>Lesamnta-384</td>
<td>&lt; (2^{128})</td>
<td>512</td>
<td>64</td>
<td>384</td>
<td>192</td>
</tr>
<tr>
<td>Lesamnta-512</td>
<td>&lt; (2^{128})</td>
<td>512</td>
<td>64</td>
<td>512</td>
<td>256</td>
</tr>
</tbody>
</table>

Figure 1: Lesamnta algorithm properties

2 Definitions

2.1 Glossary of Terms and Acronyms

The following definitions are used throughout this specification.

- **Bit**: A binary digit having a value of 0 or 1.
- **Byte**: A group of eight bits.
- **Block Cipher Key**: A cryptographic key used by the Key Expansion routine to generate a set of Round Keys.
- **Compression function**: A function mapping the \((i-1)^{th}\) hash value \(H^(i-1)\) and the \(i^{th}\) message block \(M^i\) to the \(i^{th}\) hash value \(H^i\).
- **Key Expansion**: A routine used to generate a series of Round Keys from the Block Cipher Key.
- **Output function**: A function mapping the \((N-1)^{th}\) hash value \(H^(N-1)\) and the \(N^{th}\) message block \(M^N\) to the final hash value \(H^N\).
- **Round Key**: Values derived from the Block Cipher Key by the Key Expansion routine; they are applied to the SubState256 and SubState512 data in the Compression and Output functions.
- **State**: An intermediate hash value.
- **SubState256**: A 64-bit unit of data used in Lesamnta-256; it can be pictured as a rectangular array of bytes with two rows and four columns.

---

\(^1\)Lesamnta is pronounced like “Lezanta”

\(^2\)In this context, “security” refers to the fact that a birthday attack on a message digest of size \(n\) produces a collision with a workfactor of approximately \(2^{n/2}\).
SubState512  A 128-bit unit of data used in Lesamnta-512; it can be pictured as a rectangular array of bytes with four rows and four columns.

S-box  A non-linear substitution table used in several byte substitution transformations and in the Key Expansion routine to perform one-for-one substitution of a byte value.

Word  A group of either 32 bits (4 bytes) or 64 bits (8 bytes), depending on the Lesamnta algorithm.

### 2.2 Algorithm Parameters and Symbols

The specification uses the following parameters and symbols.

- \( C^{(round)} \) The \( \text{round}^{th} \) round constant.
- \( H^{(i)} \) The \( i^{th} \) hash value. \( H^{(0)} \) is the initial hash value; \( H^{(N)} \) is the final hash value and is used to determine the message digest.
- \( H_{j}^{(i)} \) The \( j^{th} \) word of the \( i^{th} \) hash value, where \( H_{0}^{(i)} \) is the leftmost word of hash value \( i \).
- \( K^{(round)} \) The \( \text{round}^{th} \) Round Key.
- \( l \) The length of the message \( M \) in bits.
- \( m \) The number of bits in a message block \( M^{(i)} \).
- \( M \) The message to be hashed.
- \( M^{(i)} \) The message block \( i \), with a size of \( m \) bits.
- \( M_{j}^{(i)} \) The \( j^{th} \) word of the \( i^{th} \) message block, where \( M_{0}^{(i)} \) is the leftmost word of message block \( i \).
- \( N \) The number of blocks in the padded message.
- \( Nr_{\text{comp256}} \) The number of rounds for the \texttt{Compression256}() function. For this document, \( Nr_{\text{comp256}} \) is 32.
- \( Nr_{\text{comp512}} \) The number of rounds for the \texttt{Compression512}() function. For this document, \( Nr_{\text{comp512}} \) is 32.
- \( Nr_{\text{out256}} \) The number of rounds for the \texttt{Output256}() function. For this document, \( Nr_{\text{out256}} \) is 32.
- \( Nr_{\text{out512}} \) The number of rounds for the \texttt{Output512}() function. For this document, \( Nr_{\text{out512}} \) is 32.
- \( w \) The number of bits in a word.
- \( x_{j} \) The \( w \)-bit word of the State.
- XOR The exclusive OR operation.
- \( \oplus \) The exclusive OR operation.
- \( \lor \) The OR operation.
- \( \bullet \) Finite field multiplication.
- \( \| \) Concatenation.
2.3 Functions

The specification uses the following functions.

- **AddRoundKey256()**: A transformation used in `Compression256()` and `Output256()`, in which a Round Key is added to a SubState256 by using an XOR operation. The length of the Round Key equals the size of the SubState256.

- **AddRoundKey512()**: A transformation used in `Compression512()` and `Output512()`, in which a Round Key is added to a SubState512 by using an XOR operation. The length of the Round Key equals the size of the SubState512.

- **ByteTranspos256()**: A function used in the Key Expansion routines, which takes an 8-byte word and performs a bytewise transposition.

- **ByteTranspos512()**: A function used in the Key Expansion routines, which takes a 16-byte word and performs a bytewise transposition.

- **Compression256()**: The Compression function of Lesamnta-256.

- **Compression512()**: The Compression function of Lesamnta-512.

- **EncComp256()**: The encryption function of the block cipher used in the Compression function of Lesamnta-256.

- **EncComp512()**: The encryption function of the block cipher used in the Compression function of Lesamnta-512.

- **EncOut256()**: The encryption function of the block cipher used in the Output function of Lesamnta-256.

- **EncOut512()**: The encryption function of the block cipher used in the Output function of Lesamnta-512.

- **F256**: A non-linear transformation used in a round, consisting of `AddRoundKey256()`, `SubBytes256()`, `ShiftRows256()`, and `MixColumns256()`.

- **F512**: A non-linear transformation used in a round, consisting of `AddRoundKey512()`, `SubBytes512()`, `ShiftRows512()`, and `MixColumns512()`.

- **FK**: The round function of the key scheduling function.

- **FM**: The round function of the mixing function.

- **KeyExpComp256()**: The Key Expansion routine used in `EncComp256()`.

- **KeyExpComp512()**: The Key Expansion routine used in `EncComp512()`.

- **KeyExpOut256()**: The Key Expansion routine used in `EncOut256()`.

- **KeyExpOut512()**: The Key Expansion routine used in `EncOut512()`.

- **KeyLinear256()**: A linear function used in the Key Expansion routine `KeyExpComp256()`.

- **KeyLinear512()**: A linear function used in the Key Expansion routine `KeyExpComp512()`.
<table>
<thead>
<tr>
<th>Function</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>MixColumns256()</td>
<td>A transformation used in Compression256() and Output256(), which takes all of the columns of a SubState256 and mixes their data (independently of one another) to produce new columns.</td>
</tr>
<tr>
<td>MixColumns512()</td>
<td>A transformation used in Compression512() and Output512(), which takes all of the columns of a SubState512 and mixes their data (independently of one another) to produce new columns.</td>
</tr>
<tr>
<td>Output256()</td>
<td>The Output function used in Lesamnta-256.</td>
</tr>
<tr>
<td>Output512()</td>
<td>The Output function used in Lesamnta-512.</td>
</tr>
<tr>
<td>ShiftRows256()</td>
<td>A transformation used in Compression256() and Output256(), which processes a SubState256 by cyclically shifting the second row of the SubState256 by one byte.</td>
</tr>
<tr>
<td>ShiftRows512()</td>
<td>A transformation used in Compression512() and Output512(), which processes a SubState512 by cyclically shifting the last three rows of the SubState512 by different offsets.</td>
</tr>
<tr>
<td>SubBytes256()</td>
<td>A transformation used in Compression256() and Output256(), which processes a SubState256 by using a non-linear byte substitution table (i.e., the S-box) that operates independently on each of the SubState256 bytes.</td>
</tr>
<tr>
<td>SubBytes512()</td>
<td>A transformation used in Compression512() and Output512(), which processes a SubState512 by using a non-linear byte substitution table (i.e., the S-box) that operates independently on each of the SubState512 bytes.</td>
</tr>
<tr>
<td>SubWords256()</td>
<td>A function used in the Key Expansion routines KeyExpComp256() and KeyExpOut256(), which takes 8 bytes from two input words and applies a non-linear byte substitution table (i.e., the S-box) to each of the 8 bytes to produce two output words.</td>
</tr>
<tr>
<td>SubWords512()</td>
<td>A function used in the Key Expansion routines KeyExpComp512() and KeyExpOut512(), which takes 16 bytes from two input words and applies a non-linear byte substitution table (i.e., the S-box) to each of the 16 bytes to produce two output words.</td>
</tr>
<tr>
<td>WordRotation256()</td>
<td>A function used in Compression256(). Output256(). and the Key Expansion routines, which takes eight 32-bit words and performs a cyclic permutation.</td>
</tr>
<tr>
<td>WordRotation512()</td>
<td>A function used in Compression512(). Output512(). and the Key Expansion routines, which takes eight 64-bit words and performs a cyclic permutation.</td>
</tr>
</tbody>
</table>
3 Notation and Conventions

3.1 Inputs and Outputs

Lesamnta takes a message with less than $2^{64}$ bits (for Lesamnta-224 and Lesamnta-256) or $2^{128}$ bits (for Lesamnta-384 and Lesamnta-512) and outputs a message digest. The message digest ranges in length from 224 to 512 bits, depending on the algorithm.

3.2 Bytes

All byte values in the Lesamnta algorithm are presented as a concatenation of the individual bit values (0 or 1) between braces, in the order \{b_0, b_1, b_2, b_3, b_4, b_5, b_6, b_7\}. These bytes are interpreted as finite field elements by using a polynomial representation:

$$b_0x^7 + b_1x^6 + b_2x^5 + b_3x^4 + b_4x^3 + b_5x^2 + b_6x + b_7 = \sum_{i=0}^{7} b_{7-i}x^i.$$ 

For example, \{01100011\} identifies the specific finite field element $x^6 + x^5 + x + 1$.

It is also convenient to denote byte values by hexadecimal notation, with each of two groups of four bits being denoted by a single character, as illustrated in Fig. 2.

<table>
<thead>
<tr>
<th>Bit pattern</th>
<th>Character</th>
</tr>
</thead>
<tbody>
<tr>
<td>0000</td>
<td>0</td>
</tr>
<tr>
<td>0001</td>
<td>1</td>
</tr>
<tr>
<td>0010</td>
<td>2</td>
</tr>
<tr>
<td>0011</td>
<td>3</td>
</tr>
<tr>
<td>0100</td>
<td>4</td>
</tr>
<tr>
<td>0101</td>
<td>5</td>
</tr>
<tr>
<td>0110</td>
<td>6</td>
</tr>
<tr>
<td>0111</td>
<td>7</td>
</tr>
<tr>
<td>1000</td>
<td>8</td>
</tr>
<tr>
<td>1001</td>
<td>9</td>
</tr>
<tr>
<td>1010</td>
<td>a</td>
</tr>
<tr>
<td>1011</td>
<td>b</td>
</tr>
<tr>
<td>1100</td>
<td>c</td>
</tr>
<tr>
<td>1101</td>
<td>d</td>
</tr>
<tr>
<td>1110</td>
<td>e</td>
</tr>
<tr>
<td>1111</td>
<td>f</td>
</tr>
</tbody>
</table>

Figure 2: Hexadecimal representations of bit patterns

Hence, the element \{01100011\} can be represented as \{63\}, where the character denoting the four-bit group containing the higher-numbered bits is to the left.

Some finite field operations involve one additional bit ($b_{-1}$) to the left of an 8-bit byte. Where this extra bit is present, it appears as ‘[01]’ immediately preceding the 8-bit byte; for example, a 9-bit sequence is presented as \{01\}[1b].

3.3 Arrays of Bytes

Arrays of bytes are represented in the following form:

$$a_0, a_1, \ldots, a_7.$$ 

The bytes and the bit ordering within bytes are derived from a 64-bit input sequence

$$input_0, input_1, \ldots, input_{63},$$
as follows:

\[
\begin{align*}
  a_0 & = \{\text{input}_0, \text{input}_1, \ldots, \text{input}_7\}, \quad \\
  a_1 & = \{\text{input}_8, \text{input}_9, \ldots, \text{input}_{15}\}, \\
    & \vdots \\
  a_7 & = \{\text{input}_{56}, \text{input}_{57}, \ldots, \text{input}_{63}\}.
\end{align*}
\]

The pattern can be extended to longer sequences (i.e., for Lesamnta-384/512), so that, in general,

\[
a_n = \{\text{input}_{8n}, \text{input}_{8n+1}, \ldots, \text{input}_{8n+7}\}.
\]

Taking the notation of Secs. 3.2 and 3.3 together, Fig. 3 shows how the bits within each byte are numbered.

<table>
<thead>
<tr>
<th>Input bit sequence</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>…</th>
</tr>
</thead>
<tbody>
<tr>
<td>Byte number</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>…</td>
</tr>
<tr>
<td>Bit number in byte</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>…</td>
</tr>
<tr>
<td>Bit number in word</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>…</td>
</tr>
</tbody>
</table>

Figure 3: Indices for bytes and bits

### 3.4 Endian

Throughout this document, the big-endian convention is followed in expressing both 32- and 64-bit words, so that within each word, the most significant bit is stored in the leftmost bit position.

### 3.5 Bit Strings

A word is a \(w\)-bit string that can be represented as a sequence of hexadecimal, or hex, digits. To convert a word to hex digits, each 4-bit string is converted to its hex digit equivalent, as shown in Fig. 2. For example, the 32-bit string

\[
\begin{array}{cccccccc}
  1010 & 0001 & 0000 & 0011 & 1111 & 1110 & 0010 & 0011
\end{array}
\]

can be expressed as a103fe23, and the 64-bit string

\[
\begin{array}{cccccccccccc}
  1010 & 0001 & 0000 & 0011 & 1111 & 1110 & 0010 & 0011 & 0011 & 0010 & 1110 & 1111 & 0011 & 0000 & 0001 & 1010
\end{array}
\]

can be expressed as a103fe2332ef301a.
3.6 Message Block

For the Lesamnta algorithms, the size of the message block - \( m \) bits - depends on the algorithm.

1. For Lesamnta-224 and Lesamnta-256, each message block has 256 bits, which are represented as a sequence of eight 32-bit words.

2. For Lesamnta-384 and Lesamnta-512, each message block has 512 bits, which are represented as a sequence of eight 64-bit words.

3.7 SubState256

For a 64-bit part of a state, the Lesamnta-224 and Lesamnta-256 algorithms’ operations are performed on a two-dimensional array of bytes called a SubState256. The SubState256 consists of two rows of bytes, each containing four bytes. In a SubState256 array, denoted by the symbol \( s \), each individual byte has two indices, with its row number \( r \) in the range \( 0 \leq r < 2 \) and its column number \( c \) in the range \( 0 \leq c < 4 \). This allows an individual byte of the SubState256 to be referred to as either \( s_{r,c} \) or \( s[r,c] \).

At the start of the \( F_{256} \) function in each round of Compression256() and Output256(), as described in Sec. 5.3, the input - the array of bytes \( \text{in}_0, \text{in}_1, \ldots, \text{in}_7 \) - is copied into the SubState256 array, as illustrated in Fig. 4. The Compression256() or Output256() function is then executed on this SubState256 array, after which the array’s final set of values is copied to the output: an array of bytes \( \text{out}_0, \text{out}_1, \ldots, \text{out}_7 \).

![Figure 4: SubState256 array input and output](image)

Hence, at the beginning of the \( F_{256} \) function, the input array \( \text{in} \) is copied to the SubState256 array, according to this scheme:

\[
s[r,c] = \text{in}[r + 2c], \quad \text{for } 0 \leq r < 2 \text{ and } 0 \leq c < 4,
\]

and at the end of the \( F_{256} \) function, the SubState256 array is copied to the output array \( \text{out} \) as follows:

\[
\text{out}[r + 2c] = s[r,c], \quad \text{for } 0 \leq r < 2 \text{ and } 0 \leq c < 4.
\]
3.8 SubState512

For a 128-bit part of a state, the Lesamnta-384 and Lesamnta-512 algorithms’ operations are performed on a two-dimensional array of bytes called a SubState512. The SubState512 consists of four rows of bytes, each containing four bytes. In a SubState512 array, denoted by the symbol \( s \), each individual byte has two indices, with its row number \( r \) in the range \( 0 \leq r < 4 \) and its column number \( c \) in the range \( 0 \leq c < 4 \). This allows an individual byte of the SubState512 to be referred to as either \( s_{r,c} \) or \( s[r,c] \).

At the start of the \( F_{512} \) function in each round of \( \text{Compression512()} \) and \( \text{Output512()} \), as described in Sec. 5.5, the input - the array of bytes \( \text{in}_0, \text{in}_1, \ldots, \text{in}_{15} \) - is copied into the SubState512 array, as illustrated in Fig. 5. The \( \text{Compression512()} \) or \( \text{Output512()} \) function is then executed on this SubState512 array, after which the array’s final set of values is copied to the output: an array of bytes \( \text{out}_0, \text{out}_1, \ldots, \text{out}_{15} \).

![Figure 5: SubState512 array input and output](image)

Hence, at the beginning of the \( F_{512} \) function, the input array \( \text{in} \) is copied to the SubState512 array, according to this scheme:

\[
s[r,c] = \text{in}[r + 4c], \quad \text{for } 0 \leq r < 4 \text{ and } 0 \leq c < 4,
\]

and at the end of the \( F_{512} \) function, the SubState512 array is copied to the output array \( \text{out} \) as follows:

\[
\text{out}[r + 4c] = s[r,c], \quad \text{for } 0 \leq r < 4 \text{ and } 0 \leq c < 4.
\]

4 Mathematical Preliminaries

Lesamnta uses certain operations in the finite field \( GF(2^8) \). Such a finite field has many different representations. We fix a characteristic polynomial and represent an element of \( GF(2^8) \) by a polynomial.

First, we define the finite field \( GF(2^8) \) as \( GF(2^8) = GF(2)[x]/(\varphi(x)) \), where the polynomial \( \varphi(x) \) is given as follows:

\[
\varphi(x) = x^8 + x^4 + x^3 + x + 1 = \{01\}[1b].
\]
4.1 Addition

The sum of two polynomials over GF(2^8) is a polynomial whose coefficients are given by the sums modulo 2 of the corresponding coefficients. In other words, addition is calculated by a bitwise XOR. For example, the sum of \{57\} and \{a3\} is calculated as follows:

\[
\{57\} + \{a3\} = (x^6 + x^4 + x^2 + x + 1) + (x^7 + x^5 + x + 1) \\
= x^7 + x^6 + x^5 + x^4 + x^2 \\
= \{f4\}.
\]

4.2 Multiplication

Multiplication in GF(2^8) (denoted by \bullet) can be divided into two steps. First, we define the multiplication of any element \(f(x) = \sum_{i=0}^{7} a_{7-i}x^i\) and \(x\) by using \(\varphi(x)\) as follows:

\[
x \cdot f(x) = \sum_{i=0}^{7} a_{7-i}x^{i+1} \mod \varphi(x).
\]

For example, the multiplication of \{02\} and \{87\} is calculated as follows:

\[
\{02\} \bullet \{87\} = x \cdot (x^7 + x^2 + x + 1) \\
= x^8 + x^3 + x^2 + x \\
= (x^4 + x^3 + x + 1) + x^3 + x^2 + x \\
= x^4 + x^2 + 1 \\
= \{15\}.
\]

Second, we calculate \(x^i \cdot f(x)\) for any \(i\) by iterative application of the above definition.
5 Specification

This chapter describes the Lesamnta algorithms.

5.1 Round Constants

5.1.1 Lesamnta-224/256

Lesamnta-224 and Lesamnta-256 use the same sequence of \( Nr_{comp256} (=Nr_{out256}) \) constant 64-bit words, \( C^{(round)} \). These words are defined by the following equation:

\[
C^{(round)} = 000000XY000000ZW,
\]

where \( XY \) is \( 2 \times round + 1 \) in hex, and \( ZW \) is \( 2 \times round \) in hex. The round constants \( C^{(0)}, C^{(1)}, \ldots, C^{(31)} \) are the following (from left to right, in hex):

\[
\begin{align*}
0000000100000000, & \quad 0000000030000002, \quad 0000000500000004, \quad 0000000700000006, \\
0000000900000008, & \quad 0000000b0000000a, \quad 0000000d0000000c, \quad 0000000f0000000e, \\
0000001100000010, & \quad 000001300000012, \quad 000001500000014, \quad 000001700000016, \\
000001900000018, & \quad 000001b00000001a, \quad 000001d00000001c, \quad 000001f00000001e, \\
000002100000020, & \quad 000002300000022, \quad 000002500000024, \quad 000002700000026, \\
000002900000028, & \quad 000002b00000002a, \quad 000002d00000002c, \quad 000002f00000002e, \\
000003100000030, & \quad 000003300000032, \quad 000003500000034, \quad 000003700000036, \\
000003900000038, & \quad 000003b00000003a, \quad 000003d00000003c, \quad 000003f00000003e.
\end{align*}
\]

5.1.2 Lesamnta-384/512

Lesamnta-384 and Lesamnta-512 use the same sequence of \( Nr_{comp512} (=Nr_{out512}) \) constant 128-bit words, \( C^{(round)} \). These words are defined by the following equation:

\[
C^{(round)} = 000000000000XY00000000ZW,
\]

where \( XY \) is \( 2 \times round + 1 \) in hex, and \( ZW \) is \( 2 \times round \) in hex. The round constants \( C^{(0)}, C^{(1)}, \ldots, C^{(31)} \) are the following (from left to right, in hex):

\[
\begin{align*}
0000000000000001, & \quad 00000000000000003, \quad 00000000000000005, \quad 00000000000000007, \\
00000000000000009, & \quad 0000000000000000b, \quad 0000000000000000d, \quad 0000000000000000f, \\
00000000000000011, & \quad 00000000000000013, \quad 00000000000000015, \quad 00000000000000017, \\
00000000000000019, & \quad 0000000000000001b, \quad 0000000000000001d, \quad 0000000000000001f, \\
00000000000000021, & \quad 00000000000000023, \quad 00000000000000025, \quad 00000000000000027, \\
00000000000000029, & \quad 0000000000000002b, \quad 0000000000000002d, \quad 0000000000000002f, \\
00000000000000031, & \quad 00000000000000033, \quad 00000000000000035, \quad 00000000000000037, \\
00000000000000039, & \quad 0000000000000003b, \quad 0000000000000003d, \quad 0000000000000003f.
\end{align*}
\]
5.2 Preprocessing

Preprocessing takes place before hash computation begins. This preprocessing consists of three
steps: padding the message \( M \) (Sec. 5.2.1), parsing the padded message into message blocks
(Sec. 5.2.2), and setting the initial hash value \( H(0) \) (Sec. 5.2.3).

5.2.1 Padding the Message

The message \( M \) is padded before hash computation begins. The purpose of this padding is to ensure
that the message consists of a multiple of 256 or 512 bits, depending on the algorithm.

5.2.1.1 Lesamnta-224/256

Suppose that the length of message \( M \) is \( l \) bits. Append the bit “1” to the end of the message,
followed by \( k + 191 \) zero bits, where \( k \) is the minimum non-negative integer such that \( l + 1 + k + 191 \equiv 192 \pmod{256} \). Then, append a 64-bit block equal to the number \( l \) as expressed in binary
representation. The length of the padded message should now be a multiple of 256 bits.
5.2.1.2 Lesamnta-384/512

Suppose that the length of message $M$ is $l$ bits. Append the bit “1” to the end of the message, followed by $k + 383$ zero bits, where $k$ is the minimum non-negative integer such that $l + 1 + k + 383 \equiv 384 \pmod{512}$. Then, append a 128-bit block equal to the number $l$ as expressed in binary representation. The length of the padded message should now be a multiple of 512 bits.

![Figure 8: Last two blocks of a padded message for Lesamnta-384/512 ($l \equiv 0 \pmod{512}$)](image)

![Figure 9: Last two blocks of a padded message for Lesamnta-384/512 ($l \not\equiv 0 \pmod{512}$)](image)

5.2.2 Parsing the Padded Message

After a message has been padded, it must be parsed into $N m$-bit blocks before the hash computation can begin.

5.2.2.1 Lesamnta-224/256

For Lesamnta-224 and Lesamnta-256, the padded message is parsed into $N$ 256-bit blocks: $M^{(1)}, M^{(2)}, \ldots, M^{(N)}$. Since the 256 bits of the input block can be expressed as eight 32-bit words, the first 32 bits of message block $M^{(i)}$ are denoted as $M^{(i)}_0$; the next 32 bits, as $M^{(i)}_1$; and so on up to $M^{(i)}_7$.

5.2.2.2 Lesamnta-384/512

For Lesamnta-384 and Lesamnta-512, the padded message is parsed into $N$ 512-bit blocks: $M^{(1)}, M^{(2)}, \ldots, M^{(N)}$. Since the 512 bits of the input block can be expressed as eight 64-bit words, the first 64 bits of message block $M^{(i)}$ are denoted as $M^{(i)}_0$; the next 64 bits, as $M^{(i)}_1$; and so on up to $M^{(i)}_7$.

5.2.3 Setting the Initial Hash Value

Before hash computation begins for each of the Lesamnta algorithms, the initial hash value $H^{(0)}$ must be set. The size of the words in $H^{(0)}$ depends on the message digest size.
5.2.3.1 Lesamnta-224

For Lesamnta-224, the initial hash value $H^{(0)}$ consists of the following eight 32-bit words, in hex:

\[
\begin{align*}
H_0^{(0)} &= 00000224, \\
H_1^{(0)} &= 00000224, \\
H_2^{(0)} &= 00000224, \\
H_3^{(0)} &= 00000224, \\
H_4^{(0)} &= 00000224, \\
H_5^{(0)} &= 00000224, \\
H_6^{(0)} &= 00000224, \\
H_7^{(0)} &= 00000224.
\end{align*}
\]

5.2.3.2 Lesamnta-256

For Lesamnta-256, the initial hash value $H^{(0)}$ consists of the following eight 32-bit words, in hex:

\[
\begin{align*}
H_0^{(0)} &= 00000256, \\
H_1^{(0)} &= 00000256, \\
H_2^{(0)} &= 00000256, \\
H_3^{(0)} &= 00000256, \\
H_4^{(0)} &= 00000256, \\
H_5^{(0)} &= 00000256, \\
H_6^{(0)} &= 00000256, \\
H_7^{(0)} &= 00000256.
\end{align*}
\]

5.2.3.3 Lesamnta-384

For Lesamnta-384, the initial hash value $H^{(0)}$ consists of the following eight 64-bit words, in hex:

\[
\begin{align*}
H_0^{(0)} &= 0000000000000384, \\
H_1^{(0)} &= 0000000000000384, \\
H_2^{(0)} &= 0000000000000384, \\
H_3^{(0)} &= 0000000000000384, \\
H_4^{(0)} &= 0000000000000384, \\
H_5^{(0)} &= 0000000000000384, \\
H_6^{(0)} &= 0000000000000384, \\
H_7^{(0)} &= 0000000000000384.
\end{align*}
\]
5.2.3.4 Lesamnta-512

For Lesamnta-512, the initial hash value $H^{(0)}$ consists of the following eight 64-bit words, in hex:

- $H_0^{(0)} = 0000000000000512$,
- $H_1^{(0)} = 0000000000000512$,
- $H_2^{(0)} = 0000000000000512$,
- $H_3^{(0)} = 0000000000000512$,
- $H_4^{(0)} = 0000000000000512$,
- $H_5^{(0)} = 0000000000000512$,
- $H_6^{(0)} = 0000000000000512$,
- $H_7^{(0)} = 0000000000000512$.

5.3 Lesamnta-256 Algorithm

Lesamnta-256 can be used to hash a message $M$ having a length of $l$ bits, where $0 \leq l < 2^{64}$. The final result of Lesamnta-256 is a 256-bit message digest.

5.3.1 Lesamnta-256 Preprocessing

1. Pad the message $M$, according to Sec. 5.2.1.1.

2. Parse the padded message into $N$ 256-bit message blocks $M^{(1)}, M^{(2)}, \ldots, M^{(N)}$, according to Sec. 5.2.2.1.

3. Set the initial hash value $H^{(0)}$, as specified in Sec. 5.2.3.2.

5.3.2 Lesamnta-256 Computation

The Lesamnta-256 hash computation uses the round constants defined in Sec. 5.1.1.

After preprocessing is completed, each message block $M^{(1)}, M^{(2)}, \ldots, M^{(N)}$ is processed in order, as follows:

```plaintext
for i = 1 to N - 1
    Compression256($H^{(i-1)}$, $M^{(i)}$)
end for
Output256($H^{(N-1)}$, $M^{(N)}$)
```

Figure 10: Pseudocode for the Lesamnta-256 computation

The resulting 256-bit message digest of the message $M$ is

$$H_0^{(N)} || H_1^{(N)} || H_2^{(N)} || H_3^{(N)} || H_4^{(N)} || H_5^{(N)} || H_6^{(N)} || H_7^{(N)}.$$
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The Compression function $\text{Compression256()}$ is shown in the following pseudocode:

```plaintext
Compression256(word chain[8], word mb[8])
begin
    word K[Nr_comp256][2]
    word x[8]
    word substate256[2]

1. Prepare the key schedule of the block cipher $EncComp_{256}$:
   
   KeyExpComp256(chain, K)

2. Compute the encryption function of the block cipher $EncComp_{256}$:
   
   for j = 0 to 7
       x[j] = mb[j]
   end for
   
   for round = 0 to Nr_comp256 - 1
       substate256[0] = x[4]
       AddRoundKey256(substate256, K[round])
       for iteration = 0 to 3
           SubBytes256(substate256)
           ShiftRows256(substate256)
           MixColumns256(substate256)
       end for
   end for
   
   end

3. Compute the intermediate hash value $H^{(i)}$:
   
   for j = 0 to 7
       chain[j] = x[j] ⊕ mb[j]
   end for

end
```

Figure 11: Pseudocode for $\text{Compression256()}$

At the end of $\text{Compression256()}$, $H^{(i)}$ is given by $\text{chain}[0]\|\text{chain}[1]\|\ldots\|\text{chain}[7]$. 
Figure 12 illustrates the round function of the block cipher $EncComp_{256}$.
The Output function \texttt{Output256()} is shown in the following pseudocode:

\begin{verbatim}
Output256(word chain[8], word mb[8])
begin
    word K[Nr_out256][2]
    word x[8]
    word substate256[2]

1. Prepare the key schedule of the block cipher \texttt{EncOut256}:

   \texttt{KeyExpOut256}(chain, K)

2. Compute the encryption function of the block cipher \texttt{EncOut256}:

   for j = 0 to 7
       x[j] = mb[j]
   end for

   for round = 0 to Nr_out256 - 1
       substate256[0] = x[4]

       \texttt{AddRoundKey256}(substate256, K[round])

       for iteration = 0 to 3
           \texttt{SubBytes256}(substate256)
           \texttt{ShiftRows256}(substate256)
           \texttt{MixColumns256}(substate256)
       end for

       x[6] = x[6] \oplus substate256[0]

   end for

3. Compute the final hash value \(H^{(N)}\):

   for j = 0 to 7
       chain[j] = x[j] \oplus mb[j]
   end for

end
\end{verbatim}

Figure 13: Pseudocode for \texttt{Output256()} 

At the end of \texttt{Output256()}, \(H^{(N)}\) is given by \texttt{chain[0]}||\texttt{chain[1]}||...||\texttt{chain[7]}.

Note that \texttt{Compression256()} and \texttt{Output256()} work in a similar manner. The differences between two functions are shown in bold.
5.3.2.1 SubBytes256() Transformation

The SubBytes256() transformation is a non-linear byte substitution that operates independently on each byte of the SubState256 by using the substitution table S-box, defined in Fig. 15. The SubBytes256() transformation proceeds as follows:

\[ s'_{r,c} = \text{S-box}(s_{r,c}), \quad \text{for } 0 \leq r < 2 \text{ and } 0 \leq c < 4. \]

Figure 14 illustrates the SubBytes256() transformation.

The S-box used in the SubBytes256() transformation is shown in hexadecimal form in Fig. 15. For example, if \( s_{1,0} = \{53\} \), then the substitution value is determined by the intersection of the row with index ‘5’ and the column with index ‘3’ in Fig. 15. This results in \( s'_{1,0} \) having a value of \{ed\}.

<table>
<thead>
<tr>
<th>x</th>
<th>y</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>63 7c 77 7b f2 6b 6f c5 30 01 67 2b fe d7 ab 76</td>
</tr>
<tr>
<td>1</td>
<td>ca 82 c9 7d fa 59 47 f0 ad d4 a2 af 9c a4 72 c0</td>
</tr>
<tr>
<td>2</td>
<td>d7 fd 93 26 3f f7 cc 34 a5 e6 f1 71 d8 31 15</td>
</tr>
<tr>
<td>3</td>
<td>04 c7 23 c3 18 96 05 9a 07 12 80 e2 eb 27 b2 75</td>
</tr>
<tr>
<td>4</td>
<td>09 b3 2c 1a 1b 6e 5a a0 52 3b d6 b3 29 e3 2f 84</td>
</tr>
<tr>
<td>5</td>
<td>53 d1 00 ed 20 fc b1 5b 6a cb be 39 4a 4c 58 cf</td>
</tr>
<tr>
<td>6</td>
<td>d0 ef aa fb 43 4d 33 85 45 f9 02 7f 50 3c 9f a8</td>
</tr>
<tr>
<td>7</td>
<td>71 e0 a3 40 8f 92 9d 38 f5 bc b6 da 21 10 ff f3 d2</td>
</tr>
<tr>
<td>8</td>
<td>cd 0c 13 ec 5f 97 44 17 c4 a7 7e 3d 64 5d 19 73</td>
</tr>
<tr>
<td>9</td>
<td>60 81 4f dc 22 2a 90 88 46 ee b8 14 de 5e 0b db</td>
</tr>
<tr>
<td>a</td>
<td>e0 32 3a 0a 49 06 24 5c 32 de 62 7a 95 7d af 79</td>
</tr>
<tr>
<td>b</td>
<td>e7 c8 37 6d 8d d5 4e a9 6c 56 f4 ea 65 7a a8 08</td>
</tr>
<tr>
<td>c</td>
<td>ba 78 25 2e 1c 4b a5 b4 c6 e8 dd 74 1f 4b bd 8b 8a</td>
</tr>
<tr>
<td>d</td>
<td>70 3e b5 66 48 03 f6 0e 61 35 57 b9 86 c1 1d 9e</td>
</tr>
<tr>
<td>e</td>
<td>f1 f8 98 11 6a 8d cd 9e 48 9b 1e 87 e9 ce 5b 28 df</td>
</tr>
<tr>
<td>f</td>
<td>8c a1 89 0d bf e6 42 68 41 99 2d 0f b0 54 bb 16</td>
</tr>
</tbody>
</table>

Figure 15: S-box: substitution values for the byte \( \{xy\} \) (in hexadecimal format)

5.3.2.2 ShiftRows256() Transformation

In the ShiftRows256() transformation, the bytes in the second row of the SubState256 are cyclically shifted over different numbers of bytes (offsets). The first row is not shifted. Specifically,
the \texttt{ShiftRows256()} transformation proceeds as follows:

\[ S'_{l,c} = S_{l,(c+1) \mod 4}, \quad \text{for } 0 \leq c < 4. \]

Figure 16 illustrates the \texttt{ShiftRows256()} transformation.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{shift_rows256}
\caption{\texttt{ShiftRows256()} cyclically shifts the second row in the SubState256}
\end{figure}

5.3.2.3 \texttt{MixColumns256()} Transformation

The \texttt{MixColumns256()} transformation uses multiplication over a finite field, as defined in Sec. 4.2, in the following manner:

\[
\begin{bmatrix}
S'_{0,c} \\
S'_{1,c}
\end{bmatrix} =
\begin{bmatrix}
02 & 01 \\
01 & 02
\end{bmatrix}
\begin{bmatrix}
S_{0,c} \\
S_{1,c}
\end{bmatrix}, \quad \text{for } 0 \leq c < 4.
\]

As a result of this multiplication, the two bytes in a column are replaced by the following:

\[ S'_0 = (02 \cdot s_{0,c}) \oplus s_{1,c}, \]
\[ S'_1 = s_{0,c} \oplus (02 \cdot s_{1,c}). \]

Figure 17 illustrates the \texttt{MixColumns256()} transformation.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{mix_columns256}
\caption{\texttt{MixColumns256()} operates on the SubState256 column by column}
\end{figure}

5.3.2.4 \texttt{AddRoundKey256()} Transformation

In the \texttt{AddRoundKey256()} transformation, the two-word Round Key \( K^{(\text{round})} = K_0^{(\text{round})} || K_1^{(\text{round})} \) from the key schedule, as described in Secs. 5.3.2.6 and 5.3.2.7, is added to the SubState256 by a
simple bitwise XOR operation. The two words are each added into the SubState256, such that
\[
\begin{bmatrix}
  s_{0,0}', s_{1,0}', s_{0,1}', s_{1,1}' \\
  s_{0,2}', s_{1,2}', s_{0,3}', s_{1,3}'
\end{bmatrix} = \begin{bmatrix}
  s_{0,0}, s_{1,0}, s_{0,1}, s_{1,1} \\
  s_{0,2}, s_{1,2}, s_{0,3}, s_{1,3}
\end{bmatrix} \oplus K_i^{(\text{round})},
\]

5.3.2.5 WordRotation256()

WordRotation256() takes eight 32-bit words \(x_0, x_1, \ldots, x_7\) as input and performs a cyclic permutation. The function proceeds as follows:
\[
x'_{j+2 \mod 8} = x_j, \quad \text{for } 0 \leq j < 8.
\]

5.3.2.6 KeyExpComp256()

During the process of Compression256\( (H^{(i-1)}, M^{(i)}) \), the EncComp256 block cipher takes the intermediate hash value \(H^{(i-1)}\) as the Block Cipher Key and performs the Key Expansion routine KeyExpComp256() to generate a key schedule.

KeyExpComp256() generates a total of \(2 \times Nr_{\text{comp256}}\) words: the algorithm requires an initial set of eight words, and each of the \(Nr_{\text{comp256}}\) rounds requires eight words of key data. The resulting key schedule consists of a linear array of words, with \(i\) in the range of \(0 \leq i < 2 \times Nr_{\text{comp256}}\). The round constant word array \(C^{(\text{round})} = C_0^{(\text{round})} \parallel C_1^{(\text{round})}\) is defined in Sec. 5.1.1. Expansion of the input key into the key schedule proceeds according to the pseudocode shown in Fig. 18.

SubWords256() is a function that takes 8-byte input words and applies the S-box (Fig. 15) to each of the 8 bytes to produce output words. WordRotation256() is defined in Sec. 5.3.2.5.

Each of the functions KeyLinear256() and ByteTranspos256() takes 8 bytes \(a_0, a_1, \ldots, a_7\) as input and performs a bytewise permutation. KeyLinear256() is a bytewise operation given by the following equation, where multiplication over GF(2^8) is defined in Sec. 4.2:

\[
\begin{bmatrix}
  a'_i \\
  a'_{i+1} \\
  a'_{i+2} \\
  a'_{i+3}
\end{bmatrix} = \begin{bmatrix}
  02 & 03 & 01 & 01 \\
  01 & 02 & 03 & 01 \\
  01 & 01 & 02 & 03 \\
  03 & 01 & 01 & 02
\end{bmatrix} \begin{bmatrix}
  a_i \\
  a_{i+1} \\
  a_{i+2} \\
  a_{i+3}
\end{bmatrix}, \quad i = 0, 4.
\]

\[
\begin{align*}
a'_i &= (02) \cdot a_i \oplus (03) \cdot a_{i+1} \oplus a_{i+2} \oplus a_{i+3}, \\
a'_{i+1} &= a_i \oplus (02) \cdot a_{i+1} \oplus (03) \cdot a_{i+2} \oplus a_{i+3}, \\
a'_{i+2} &= a_i \oplus a_{i+1} \oplus (02) \cdot a_{i+2} \oplus (03) \cdot a_{i+3}, \\
a'_{i+3} &= (03) \cdot a_i \oplus a_{i+1} \oplus a_{i+2} \oplus (02) \cdot a_{i+3}.
\end{align*}
\]
KeyExpComp256(word chain[8], word K[Nr_comp256][2])
begin
    word t[2] /* The structure is not a SubState256 */

    for round = 0 to Nr_comp256 - 1
        t[0] = chain[4] ⊕ C[round][0]

        SubWords256(t)
        KeyLinear256(t)
        ByteTranspos256(t)


        WordRotation256(chain)
        K[round][0] = chain[2]
        K[round][1] = chain[3]
    end for
end

Figure 18: Pseudocode for KeyExpComp256()

ByteTranspos256() performs bytewise transposition in the following manner:

\[ a_0' = a_4, \quad a_1' = a_5, \quad a_2' = a_2, \quad a_3' = a_3, \]
\[ a_4' = a_0, \quad a_5' = a_1, \quad a_6' = a_6, \quad a_7' = a_7. \]

Figure 19 illustrates the ByteTranspos256() transformation.

5.3.2.7 KeyExpOut256()

During the process of Output256(\(H^{(N-1)}, M^{(N)}\)), the EncOut256 block cipher takes the intermediate hash value \(H^{(N-1)}\) as the Block Cipher Key and performs the Key Expansion routine KeyExpOut256() to generate a key schedule.

KeyExpOut256() generates a total of \(2 \times Nr_{\text{out}256}\) words: the algorithm requires an initial set of eight words, and each of the \(Nr_{\text{out}256}\) rounds requires eight words of key data. The resulting key schedule consists of a linear array of words, with \(i\) in the range of \(0 \leq i < 2 \times Nr_{\text{out}256}\). The
round constant word array $C^{(\text{round})} = C_0^{(\text{round})}||C_1^{(\text{round})}$ is defined in Sec. 5.1.1. Expansion of the input key into the key schedule proceeds according to the pseudocode shown in Fig. 20.

The functions $\text{SubBytes256}()$, $\text{ShiftRows256}()$, $\text{MixColumns256}()$, and $\text{WordRotation256}()$ are defined in Secs. 5.3.2.1, 5.3.2.2, 5.3.2.3, and 5.3.2.5, respectively.

```
KeyExpOut256(word chain[8], word K[Nr_out256][2])
begin
  word substate256[2]
  for round = 0 to Nr_out256 - 1
    substate256[0] = chain[4] \oplus C[round][0]
    for iteration = 0 to 3
      SubBytes256(substate256)
      ShiftRows256(substate256)
      MixColumns256(substate256)
    end for
    WordRotation256(chain)
    K[round][0] = chain[2]
    K[round][1] = chain[3]
  end for
end
```

Figure 20: Pseudocode for $\text{KeyExpOut256}()$

### 5.4 Lesamnta-224 Algorithm

Lesamnta-224 can be used to hash a message $M$ having a length of $l$ bits, where $0 \leq l < 2^{64}$. The algorithm is defined in exactly the same manner as for Lesamnta-256 (Sec. 5.3), with the following two exceptions:

1. The initial hash value $H^{(0)}$ is set as specified in Sec. 5.2.3.1.

2. The 224-bit message digest is obtained by truncating the final hash value $H^{(N)}$ to its leftmost 224 bits:

$$H_0^{(N)}||H_1^{(N)}||H_2^{(N)}||H_3^{(N)}||H_4^{(N)}||H_5^{(N)}||H_6^{(N)}.$$
5.5 Lesamnta-512 Algorithm

Lesamnta-512 can be used to hash a message $M$ having a length of $l$ bits, where $0 \leq l < 2^{128}$. The final result of Lesamnta-512 is a 512-bit message digest.

5.5.1 Lesamnta-512 Preprocessing

1. Pad the message $M$, according to Sec. 5.2.1.2.

2. Parse the padded message into $N$ 512-bit message blocks $M^{(1)}, M^{(2)}, \ldots, M^{(N)}$, according to Sec. 5.2.2.2.

3. Set the initial hash value $H^{(0)}$, as specified in Sec. 5.2.3.4.

5.5.2 Lesamnta-512 Computation

The Lesamnta-512 hash computation uses the round constants defined in Sec. 5.1.2.

After preprocessing is completed, each message block $M^{(1)}, M^{(2)}, \ldots, M^{(N)}$ is processed in order, as follows:

```plaintext
for i = 1 to N - 1
    Compression512($H^{(i-1)}$, $M^{(i)}$)
end for
Output512($H^{(N-1)}$, $M^{(N)}$)
```

Figure 21: Pseudocode for the Lesamnta-512 computation

The resulting 512-bit message digest of the message $M$ is

$$H^{(N)}_0 || H^{(N)}_1 || H^{(N)}_2 || H^{(N)}_3 || H^{(N)}_4 || H^{(N)}_5 || H^{(N)}_6 || H^{(N)}_7.$$
The Compression function $\text{Compression512()}$ is shown in the following pseudocode:

```plaintext
Compression512(word chain[8], word mb[8])
begin
  word K[Nr_comp512][2]
  word x[8]
  word substate512[2]
  
  1. Prepare the key schedule of the block cipher $\text{EncComp512}$:
    KeyExpComp512(chain, K)

  2. Compute the encryption function of the block cipher $\text{EncComp512}$:
    for j = 0 to 7
      x[j] = mb[j]
    end for
    for round = 0 to Nr_comp512 - 1
      substate512[0] = x[4]
      AddRoundKey512(substate512, K[round])
      for iteration = 0 to 3
        SubBytes512(substate512)
        ShiftRows512(substate512)
        MixColumns512(substate512)
      end for
    end for
    WordRotation512(x)
  end for

  3. Compute the intermediate hash value $H^{(i)}$:
    for j = 0 to 7
      chain[j] = x[j] ⊕ mb[j]
    end for
end
```

Figure 22: Pseudocode for $\text{Compression512()}$

At the end of $\text{Compression512()}$, $H^{(i)}$ is given by $\text{chain}[0] || \text{chain}[1] || . . . || \text{chain}[7]$. 
Figure 23 illustrates the round function of the block cipher $EncComp_{512}$.
The Output function $\text{Output512}()$ is shown in the following pseudocode:

```
Output512(word chain[8], word mb[8])
begin
  word K[Nr_out512][2]
  word x[8]
  word substate512[2]

  1. Prepare the key schedule of the block cipher $\text{EncOut}_{512}$:

     KeyExpOut512(chain, K)

  2. Compute the encryption function of the block cipher $\text{EncOut}_{512}$:

     for j = 0 to 7
       x[j] = mb[j]
     end for

     for round = 0 to Nr_out512 - 1
       substate512[0] = x[4]

       AddRoundKey512(substate512, K[round])

       for iteration = 0 to 3
         SubBytes512(substate512)
         ShiftRows512(substate512)
         MixColumns512(substate512)
       end for


       WordRotation512(x)
     end for

  3. Compute the final hash value $H^{(N)}$:

     for j = 0 to 7
       chain[j] = x[j] ⊕ mb[j]
     end for
end
```

Figure 24: Pseudocode for $\text{Output512}()$

At the end of $\text{Output512}()$, $H^{(N)}$ is given by chain[0]||chain[1]||...||chain[7].

Note that $\text{Compression512}()$ and $\text{Output512}()$ work in a similar manner. The differences between the two functions are shown in bold.
5.5.2.1 SubBytes512() Transformation

The SubBytes512() transformation is a non-linear byte substitution that operates independently on each byte of the SubState512 by using the substitution table S-box, defined in Fig. 15. The SubBytes512() transformation proceeds as follows:

\[ s'_{r,c} = \text{S-box}(s_{r,c}), \quad \text{for } 0 \leq r < 4 \text{ and } 0 \leq c < 4. \]

Figure 25 illustrates the SubBytes512() transformation.

\[ \begin{array}{cccc}
S_0 & S_1 & S_2 & S_0 \\
S_1 & S_2 & S_3 & S_1 \\
S_2 & S_3 & S_0 & S_2 \\
S_3 & S_0 & S_1 & S_3 \\
\end{array} \quad \begin{array}{cccc}
S'_{0} & S'_{1} & S'_{2} & S'_{0} \\
S'_{1} & S'_{2} & S'_{3} & S'_{1} \\
S'_{2} & S'_{3} & S'_{0} & S'_{2} \\
S'_{3} & S'_{0} & S'_{1} & S'_{3} \\
\end{array} \]

Figure 25: SubBytes512() applies the S-box to each byte of the SubState512

5.5.2.2 ShiftRows512() Transformation

In the ShiftRows512() transformation, the bytes in the last three rows of the SubState512 are cyclically shifted over different numbers of bytes (offsets). The first row is not shifted. Specifically, the ShiftRows512() transformation proceeds as follows:

\[ S'_{r,c} = S_{r,(c+r) \mod 4}, \quad \text{for } 0 < r < 4 \text{ and } 0 \leq c < 4, \]

Figure 26 illustrates the ShiftRows512() transformation.

\[ \begin{array}{cccc}
s_{r,0} & s_{r,1} & s_{r,2} & s_{r,3} \\
\end{array} \quad \begin{array}{cccc}
s'_{r,0} & s'_{r,1} & s'_{r,2} & s'_{r,3} \\
\end{array} \]

Figure 26: ShiftRows512() cyclically shifts the last three rows in the SubState512
5.5.2.3 MixColumns512() Transformation

The MixColumns512() transformation uses multiplication over a finite field, as defined in Sec. 4.2, in the following manner:

\[
\begin{bmatrix}
  s'_{0,c} \\
  s'_{1,c} \\
  s'_{2,c} \\
  s'_{3,c}
\end{bmatrix} = \begin{bmatrix}
  02 & 03 & 01 & 01 \\
  01 & 02 & 03 & 01 \\
  01 & 01 & 02 & 03 \\
  03 & 01 & 01 & 02
\end{bmatrix} \begin{bmatrix}
  s_{0,c} \\
  s_{1,c} \\
  s_{2,c} \\
  s_{3,c}
\end{bmatrix}, \quad \text{for } 0 \leq c < 4.
\]

As a result of this multiplication, the two bytes in a column are replaced by the following:

\[
\begin{align*}
  s'_{0,c} &= (\{02\} \cdot s_{0,c}) \oplus \{03\} \cdot s_{1,c} \oplus s_{2,c} \oplus s_{3,c}, \\
  s'_{1,c} &= s_{0,c} \oplus (\{02\} \cdot s_{1,c}) \oplus (\{03\} \cdot s_{2,c}) \oplus s_{3,c}, \\
  s'_{2,c} &= s_{0,c} \oplus s_{1,c} \oplus (\{02\} \cdot s_{2,c}) \oplus (\{03\} \cdot s_{3,c}), \\
  s'_{3,c} &= (\{03\} \cdot s_{0,c}) \oplus s_{1,c} \oplus s_{2,c} \oplus (\{02\} \cdot s_{3,c}).
\end{align*}
\]

Figure 27 illustrates the MixColumns512() transformation.

![MixColumns512](image)

Figure 27: MixColumns512() operates on the SubState512 column by column

5.5.2.4 AddRoundKey512() Transformation

In the AddRoundKey512() transformation, the two-word Round Key \(K^{(\text{round})} = K_0^{(\text{round})} || K_1^{(\text{round})}\) from the key schedule, as described in Secs. 5.5.2.6 and 5.5.2.7, is added to the SubState512 by a simple bitwise XOR operation. The two words are each added into the SubState512, such that

\[
\begin{bmatrix}
  s'_{0,0}, s'_{1,0}, s'_{2,0}, s'_{3,0}, s'_{0,1}, s'_{1,1}, s'_{2,1}, s'_{3,1} \\
  s'_{0,2}, s'_{1,2}, s'_{2,2}, s'_{3,2}, s'_{0,3}, s'_{1,3}, s'_{2,3}, s'_{3,3}
\end{bmatrix} = \begin{bmatrix}
  s_{0,0}, s_{1,0}, s_{2,0}, s_{3,0}, s_{0,1}, s_{1,1}, s_{2,1}, s_{3,1} \\
  s_{0,2}, s_{1,2}, s_{2,2}, s_{3,2}, s_{0,3}, s_{1,3}, s_{2,3}, s_{3,3}
\end{bmatrix} \oplus K_0^{(\text{round})},
\]

\[
\begin{bmatrix}
  s'_{0,0}, s'_{1,0}, s'_{2,0}, s'_{3,0}, s'_{0,1}, s'_{1,1}, s'_{2,1}, s'_{3,1} \\
  s'_{0,2}, s'_{1,2}, s'_{2,2}, s'_{3,2}, s'_{0,3}, s'_{1,3}, s'_{2,3}, s'_{3,3}
\end{bmatrix} = \begin{bmatrix}
  s_{0,0}, s_{1,0}, s_{2,0}, s_{3,0}, s_{0,1}, s_{1,1}, s_{2,1}, s_{3,1} \\
  s_{0,2}, s_{1,2}, s_{2,2}, s_{3,2}, s_{0,3}, s_{1,3}, s_{2,3}, s_{3,3}
\end{bmatrix} \oplus K_1^{(\text{round})}.
\]

5.5.2.5 WordRotation512()

WordRotation512() takes eight 64-bit words \(x_0, x_1, \ldots, x_7\) as input and performs a cyclic permutation. The function proceeds as follows:

\[x'_{j+2 \mod 8} = x_j, \quad \text{for } 0 \leq j < 8.\]
5.5.2.6 KeyExpComp512()

During the process of Compression512(H^(i-1), M^i), the EncComp512 block cipher takes the intermediate hash value H^(i-1) as the Block Cipher Key and performs the Key Expansion routine KeyExpComp512() to generate a key schedule.

KeyExpComp512() generates a total of 2 * Nr_comp512 words: the algorithm requires an initial set of eight words, and each of the Nr_comp512 rounds requires eight words of key data. The resulting key schedule consists of a linear array of words, with i in the range of 0 ≤ i < 2 * Nr_comp512. The round constant word array C^(round) = C^(0) || C^(1) is defined in Sec. 5.1.2. Expansion of the input key into the key schedule proceeds according to the pseudocode shown in Fig. 28.

SubWords512() is a function that takes 16-byte input words and applies the S-box (Fig. 15) to each of the 16 bytes to produce output words. WordRotation512() is defined in Sec. 5.5.2.5.

```
KeyExpComp512(word chain[8], word K[Nr_comp512][2])
begin
    word t[2] /* The structure is not a SubState512 */
    for round = 0 to Nr_comp512 - 1
        t[0] = chain[4] ⊕ C[round][0]
        SubWords512(t)
        KeyLinear512(t)
        ByteTranspos512(t)
        WordRotation512(chain)
        K[round][0] = chain[2]
        K[round][1] = chain[3]
    end for
end
```

Figure 28: Pseudocode for KeyExpComp512()

Each of the The functions KeyLinear512() and ByteTranspos512() takes 16 bytes a_0, a_1, ..., a_15 as input and performs a bytewise permutation. KeyLinear512() is a bytewise operation given by the following equation, where multiplication over GF(2^8) is defined in Sec. 4.2:
out512 rounds requires eight words of key data. The resulting output512. The key schedule consists of a linear array of words, with

\[ \text{ByteTranspos512}() \]

performs bytewise transposition in the following manner:

\[
\begin{align*}
  a_0' &= a_8, & a_1' &= a_9, & a_2' &= a_{10}, & a_3' &= a_{11}, & a_4' &= a_4, & a_5' &= a_5, & a_6' &= a_6, & a_7' &= a_7, \\
  a_8' &= a_0, & a_9' &= a_1, & a_{10}' &= a_2, & a_{11}' &= a_3, & a_{12}' &= a_{12}, & a_{13}' &= a_{13}, & a_{14}' &= a_{14}, & a_{15}' &= a_{15}.
\end{align*}
\]

Figure 29 illustrates the **ByteTranspos512()** transformation.

\[ \text{Figure 29: ByteTranspos512() transformation} \]

### 5.5.2.7 KeyExpOut512()

During the process of **Output512** \( (H^{N-1}, M^{N}) \) the **EncOut512** block cipher takes the intermediate hash value \( H^{N-1} \) as the Block Cipher Key and performs the Key Expansion routine **KeyExpOut512()** to generate a key schedule.

**KeyExpOut512()** generates a total of \( 2 \times Nr_{out512} \) words: the algorithm requires an initial set of eight words, and each of the \( Nr_{out512} \) rounds requires eight words of key data. The resulting key schedule consists of a linear array of words, with \( i \) in the range of \( 0 \leq i < 2 \times Nr_{out512} \). The round constant word array \( C^{(round)} = C_{0}^{(round)} || C_{1}^{(round)} \) is defined in Sec. 5.1.2.
Expansion of the input key into the key schedule proceeds according to the pseudocode shown in Fig. 30.

The functions \texttt{SubBytes512()}, \texttt{ShiftRows512()}, \texttt{MixColumns512()}, and \texttt{WordRotation512()} are defined in Secs. 5.5.2.1, 5.5.2.2, 5.5.2.3, and 5.5.2.5, respectively.

\begin{verbatim}
KeyExpOut512(word chain[8], word K[Nr_out512][2])
begin
  word substate512[2]
  for round = 0 to Nr_out512 - 1
    substate512[0] = chain[4] \oplus C[round][0]
    for iteration = 0 to 3
      SubBytes512(substate512)
      ShiftRows512(substate512)
      MixColumns512(substate512)
    end for
  end for
  WordRotation512(chain)
  K[round][0] = chain[2]
  K[round][1] = chain[3]
end
\end{verbatim}

Figure 30: Pseudocode for \texttt{KeyExpOut512()}

\section{5.6 Lesamnta-384 Algorithm}

Lesamnta-384 can be used to hash a message $M$ having a length of $l$ bits, where $0 \leq l < 2^{128}$. The algorithm is defined in exactly the same manner as for Lesamnta-512 (Sec. 5.5), with the following two exceptions:

1. The initial hash value $H^{(0)}$ is set as specified in Sec. 5.2.3.3.

2. The 384-bit message digest is obtained by truncating the final hash value $H^{(N)}$ to its leftmost 384 bits:

$$H^{(N)}_0 \| H^{(N)}_1 \| H^{(N)}_2 \| H^{(N)}_3 \| H^{(N)}_4 \| H^{(N)}_5.$$
5.7 Lesamnta Examples

5.7.1 Lesamnta-256 Example

Let the message $M$, be the 24-bit ($l = 24$) ASCII string “abc”, which is equivalent to the following binary string:

$$01100001 \ 01100010 \ 01100011.$$ 

The message is padded by appending a “1” bit, followed by 423 “0” bits, and ending with the hex value 00000000 0000018 (the two 32-bit word representation of length 24). Thus, the final padded message consists of two blocks ($N = 2$).

For Lesamnta-256, the initial hash value $H^{(0)}$ is

$$
\begin{align*}
H_0^{(0)} &= 00000256, \\
H_1^{(0)} &= 00000256, \\
H_2^{(0)} &= 00000256, \\
H_3^{(0)} &= 00000256, \\
H_4^{(0)} &= 00000256, \\
H_5^{(0)} &= 00000256, \\
H_6^{(0)} &= 00000256, \\
H_7^{(0)} &= 00000256.
\end{align*}
$$

The words of the padded message block $M^{(1)}$ are then assigned to the words $x_0, ..., x_7$ of the block cipher $EncComp_{256}$:

$$
\begin{align*}
x_0 &= 61626380, \\
x_1 &= 00000000, \\
x_2 &= 00000000, \\
x_3 &= 00000000, \\
x_4 &= 00000000, \\
x_5 &= 00000000, \\
x_6 &= 00000000, \\
x_7 &= 00000000.
\end{align*}
$$

The following schedule shows the hex values for $x_0, ..., x_7$, after round $r$ of the “for $r = 0$ to 31” loop described in Sec. 5.3.2, Figure 11, step 2.
\[ \begin{array}{cccccccc}
  x_0 & x_1 & x_2 & x_3 & x_4 & x_5 & x_6 & x_7 \\
  924bede4c & 924bede4c & 6126380 & 00000000 & 00000000 & 00000000 & 00000000 & 00000000 \\
  271eb6e7 & 2b583db & 924bede4c & 924bede4c & 6126380 & 00000000 & 00000000 & 00000000 \\
  9a5f8551 & 08e5acca & 271eb6e7 & 2b583db & 924bede4c & 924bede4c & 6126380 & 00000000 \\
  318ce5af & b7a8215b & 9a5f8551 & 08e5acca & 271eb6e7 & 2b583db & 924bede4c & 924bede4c \\
  c216b6e7 & 2b583db & 924bede4c & 924bede4c & 6126380 & 00000000 & 00000000 & 00000000 \\
  6162380 & 00000000 & 00000000 & 00000000 & 00000000 & 00000000 & 00000000 & 00000000 \\
  \\
  r = 0 & r = 1 & r = 2 & r = 3 & r = 4 & r = 5 & r = 6 & r = 7 \\
  924bede4c & 924bede4c & 6126380 & 00000000 & 00000000 & 00000000 & 00000000 & 00000000 \\
  2b583db & 924bede4c & 924bede4c & 6126380 & 00000000 & 00000000 & 00000000 & 00000000 \\
  9a5f8551 & 08e5acca & 271eb6e7 & 2b583db & 924bede4c & 924bede4c & 6126380 & 00000000 \\
  b7a8215b & 9a5f8551 & 08e5acca & 271eb6e7 & 2b583db & 924bede4c & 924bede4c & 6126380 \\
  9a5f8551 & 08e5acca & 271eb6e7 & 2b583db & 924bede4c & 924bede4c & 6126380 & 00000000 \\
  924bede4c & 924bede4c & 6126380 & 00000000 & 00000000 & 00000000 & 00000000 & 00000000 \\
  \\
  \text{That completes the processing of the first message block } M^{(1)}. \text{ The intermediate hash value } H^{(1)} \text{ is calculated to be} \\
  H^{(1)}_0 = a5fced96 \oplus 6126380 = c49e8e16, \\
  H^{(1)}_1 = 897331ee \oplus 00000000 = 897331ee, \\
  H^{(1)}_2 = 0b9e1b3f \oplus 00000000 = 0b9e1b3f, \\
  H^{(1)}_3 = 68db00ac \oplus 00000000 = 68db00ac, \\
  H^{(1)}_4 = a8321805 \oplus 00000000 = a8321805, \\
  H^{(1)}_5 = e1b21118 \oplus 00000000 = e1b21118, \\
  H^{(1)}_6 = d3de8d3d \oplus 00000000 = d3de8d3d, \\
  H^{(1)}_7 = 133083c0 \oplus 00000000 = 133083c0. \\
\]
The words of the **second** padded message block $M^{(2)}$ are then assigned to the words $x_0, ..., x_7$ of the block cipher $EncOut_{256}$:

$$x_0 = 00000000,$$
$$x_1 = 00000000,$$
$$x_2 = 00000000,$$
$$x_3 = 00000000,$$
$$x_4 = 00000000,$$
$$x_5 = 00000000,$$
$$x_6 = 00000000,$$
$$x_7 = 00000018.$$

The following schedule shows the hex values for $x_0, ..., x_7$, after round $r$ of the “for $r = 0$ to 31” loop described in Sec. 5.3.2, Figure 13, step 2.

<table>
<thead>
<tr>
<th>$r = 0$</th>
<th>$x_0$</th>
<th>7db22819 7b84aff3</th>
<th>$x_1$</th>
<th>00000000</th>
<th>$x_2$</th>
<th>00000000</th>
<th>$x_3$</th>
<th>00000000</th>
<th>$x_4$</th>
<th>00000000</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r = 1$</td>
<td>$x_0$</td>
<td>2cb35079 2f2327fe</td>
<td>$x_1$</td>
<td>7db22819 7b84aff3</td>
<td>$x_2$</td>
<td>00000000</td>
<td>$x_3$</td>
<td>00000000</td>
<td>$x_4$</td>
<td>00000000</td>
</tr>
<tr>
<td>$r = 2$</td>
<td>$x_0$</td>
<td>0886491b bdf6a9bd</td>
<td>$x_1$</td>
<td>2cb35079 2f2327fe</td>
<td>$x_2$</td>
<td>0db7b9e</td>
<td>$x_3$</td>
<td>2b1fb5f9</td>
<td>$x_4$</td>
<td>b854bc30</td>
</tr>
<tr>
<td>$r = 3$</td>
<td>$x_0$</td>
<td>b854bc30 0886491b</td>
<td>$x_1$</td>
<td>bdf6a9bd 2cb35079</td>
<td>$x_2$</td>
<td>2f2327fe</td>
<td>$x_3$</td>
<td>7db22819 7b84aff3</td>
<td>$x_4$</td>
<td>00000000</td>
</tr>
<tr>
<td>$r = 4$</td>
<td>$x_0$</td>
<td>f1c77947 40b67b9e</td>
<td>$x_1$</td>
<td>2b1fb5f9</td>
<td>$x_2$</td>
<td>086491b</td>
<td>$x_3$</td>
<td>bdf6a9bd</td>
<td>$x_4$</td>
<td>b854bc30</td>
</tr>
<tr>
<td>$r = 5$</td>
<td>$x_0$</td>
<td>23a05bc2 4c0b325e</td>
<td>$x_1$</td>
<td>f1c77947</td>
<td>$x_2$</td>
<td>40b67b9e</td>
<td>$x_3$</td>
<td>2b1fb5f9</td>
<td>$x_4$</td>
<td>b854bc30</td>
</tr>
<tr>
<td>$r = 6$</td>
<td>$x_0$</td>
<td>8a7c7c87 c8461974</td>
<td>$x_1$</td>
<td>23a05bc2</td>
<td>$x_2$</td>
<td>4c0b325e</td>
<td>$x_3$</td>
<td>f1c77947</td>
<td>$x_4$</td>
<td>40b67b9e</td>
</tr>
<tr>
<td>$r = 7$</td>
<td>$x_0$</td>
<td>2e8ed78 b05f0c02</td>
<td>$x_1$</td>
<td>8a7c7c87 c8461974</td>
<td>$x_2$</td>
<td>23a05bc2</td>
<td>$x_3$</td>
<td>4c0b325e</td>
<td>$x_4$</td>
<td>f1c77947</td>
</tr>
<tr>
<td>$r = 8$</td>
<td>$x_0$</td>
<td>b391c5ee aa7d210b</td>
<td>$x_1$</td>
<td>2e8ed78 b05f0c02</td>
<td>$x_2$</td>
<td>8a7c7c87 c8461974</td>
<td>$x_3$</td>
<td>23a05bc2</td>
<td>$x_4$</td>
<td>4c0b325e</td>
</tr>
<tr>
<td>$r = 9$</td>
<td>$x_0$</td>
<td>08b40481 ffie4869</td>
<td>$x_1$</td>
<td>b391c5ee aa7d210b</td>
<td>$x_2$</td>
<td>2e8ed78 b05f0c02</td>
<td>$x_3$</td>
<td>8a7c7c87 c8461974</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r = 10$</td>
<td>$x_0$</td>
<td>80c14ce5 08b40481</td>
<td>$x_1$</td>
<td>ffie4869 b391c5ee</td>
<td>$x_2$</td>
<td>aa7d210b</td>
<td>$x_3$</td>
<td>2e8ed78 b05f0c02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r = 11$</td>
<td>$x_0$</td>
<td>406a0a00 80c14ce5</td>
<td>$x_1$</td>
<td>08b40481 ffie4869</td>
<td>$x_2$</td>
<td>b391c5ee aa7d210b</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r = 12$</td>
<td>$x_0$</td>
<td>5f62ef53 6a58a031</td>
<td>$x_1$</td>
<td>406a0a00 80c14ce5</td>
<td>$x_2$</td>
<td>08b40481 ffie4869</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r = 13$</td>
<td>$x_0$</td>
<td>63a9d62 9ef7610d</td>
<td>$x_1$</td>
<td>6a58a031</td>
<td>$x_2$</td>
<td>08b40481</td>
<td>$x_3$</td>
<td>80c14ce5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r = 14$</td>
<td>$x_0$</td>
<td>35c1dac8 63a9d62</td>
<td>$x_1$</td>
<td>6a58a031</td>
<td>$x_2$</td>
<td>08b40481</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r = 15$</td>
<td>$x_0$</td>
<td>276d188 7c2c5b8f</td>
<td>$x_1$</td>
<td>35c1dac8 63a9d62</td>
<td>$x_2$</td>
<td>6a58a031</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r = 16$</td>
<td>$x_0$</td>
<td>86badf0b b654454a</td>
<td>$x_1$</td>
<td>276d188 7c2c5b8f</td>
<td>$x_2$</td>
<td>6a58a031</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r = 17$</td>
<td>$x_0$</td>
<td>bfa35647 a9015eb9</td>
<td>$x_1$</td>
<td>276d188 7c2c5b8f</td>
<td>$x_2$</td>
<td>6a58a031</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r = 18$</td>
<td>$x_0$</td>
<td>9c7c8895 1aef2bc9</td>
<td>$x_1$</td>
<td>276d188 7c2c5b8f</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r = 19$</td>
<td>$x_0$</td>
<td>42c06cc6 8907bb9e</td>
<td>$x_1$</td>
<td>276d188 7c2c5b8f</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r = 20$</td>
<td>$x_0$</td>
<td>45f14bf9 18051660</td>
<td>$x_1$</td>
<td>276d188 7c2c5b8f</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r = 21$</td>
<td>$x_0$</td>
<td>1ce7ff4b 8907bb9e</td>
<td>$x_1$</td>
<td>276d188 7c2c5b8f</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r = 22$</td>
<td>$x_0$</td>
<td>8214fccd 51b7246c</td>
<td>$x_1$</td>
<td>276d188 7c2c5b8f</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r = 23$</td>
<td>$x_0$</td>
<td>75f9f4c0 51b7246c</td>
<td>$x_1$</td>
<td>276d188 7c2c5b8f</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r = 24$</td>
<td>$x_0$</td>
<td>c8e891f1 8bf7ebf6</td>
<td>$x_1$</td>
<td>276d188 7c2c5b8f</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r = 25$</td>
<td>$x_0$</td>
<td>a1d7681e 3cbe9910</td>
<td>$x_1$</td>
<td>276d188 7c2c5b8f</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r = 26$</td>
<td>$x_0$</td>
<td>5fd41059 a4df991e</td>
<td>$x_1$</td>
<td>276d188 7c2c5b8f</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r = 27$</td>
<td>$x_0$</td>
<td>8373c6c6 8ba99026</td>
<td>$x_1$</td>
<td>276d188 7c2c5b8f</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r = 28$</td>
<td>$x_0$</td>
<td>d366ec57 4407852b</td>
<td>$x_1$</td>
<td>276d188 7c2c5b8f</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r = 29$</td>
<td>$x_0$</td>
<td>ae6cf0c9 d366ec57</td>
<td>$x_1$</td>
<td>276d188 7c2c5b8f</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r = 30$</td>
<td>$x_0$</td>
<td>ca26c0c9 ae6cf0c9</td>
<td>$x_1$</td>
<td>276d188 7c2c5b8f</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r = 31$</td>
<td>$x_0$</td>
<td>36936338 78299c69</td>
<td>$x_1$</td>
<td>276d188 7c2c5b8f</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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That completes the processing of the second and final message block $M^{(2)}$. The final hash value $H^{(2)}$ is calculated to be

\[
\begin{align*}
H^{(2)}_0 &= 36936338 \oplus 00000000 = 36936338, \\
H^{(2)}_1 &= 78299c69 \oplus 00000000 = 78299c69, \\
H^{(2)}_2 &= \text{ca26c0c9} \oplus 00000000 = \text{ca26c0c9}, \\
H^{(2)}_3 &= \text{ac23a7af} \oplus 00000000 = \text{ac23a7af}, \\
H^{(2)}_4 &= \text{ae6cf0c9} \oplus 00000000 = \text{ae6cf0c9}, \\
H^{(2)}_5 &= \text{47d9aeff} \oplus 00000000 = \text{47d9aeff}, \\
H^{(2)}_6 &= \text{d366ec57} \oplus 00000000 = \text{d366ec57}, \\
H^{(2)}_7 &= 4407852b \oplus 00000018 = 44078533.
\end{align*}
\]

The resulting 256-bit message digest is

36936338 78299c69 ca26c0c9 ac23a7af ae6cf0c9 47d9aeff d366ec57 44078533.

5.7.2 Lesamnta-512 Example

Let the message $M$ be the 24-bit ($l = 24$) ASCII string “abc”, which is equivalent to the following binary string:

01100001 01100010 01100011.

The message is padded by appending a “1” bit, followed by 871 “0” bits, and ending with the hex value 0000000000000000 0000000000000018 (the two 64-bit word representation of length 24). Thus, the final padded message consists of two blocks ($N = 2$).

For Lesamnta-512, the initial hash value $H^{(0)}$ is

\[
\begin{align*}
H^{(0)}_0 &= 0000000000000512, \\
H^{(0)}_1 &= 0000000000000512, \\
H^{(0)}_2 &= 0000000000000512, \\
H^{(0)}_3 &= 0000000000000512, \\
H^{(0)}_4 &= 0000000000000512, \\
H^{(0)}_5 &= 0000000000000512, \\
H^{(0)}_6 &= 0000000000000512, \\
H^{(0)}_7 &= 0000000000000512.
\end{align*}
\]

The words of the padded message block $M^{(1)}$ are then assigned to the words $x_0, \ldots, x_7$ of the block cipher $EncComp_{512}$.
\[ x_0 = 6162638000000000, \]
\[ x_1 = 0000000000000000, \]
\[ x_2 = 0000000000000000, \]
\[ x_3 = 0000000000000000, \]
\[ x_4 = 0000000000000000, \]
\[ x_5 = 0000000000000000, \]
\[ x_6 = 0000000000000000, \]
\[ x_7 = 0000000000000000. \]

The following schedule shows the hex values for \( x_0, \ldots, x_7 \), after \( r \) of the “for \( r = 0 \) to 31” loop described in Sec. 5.5.2, Figure 22, step 2.

<table>
<thead>
<tr>
<th>( r )</th>
<th>( x_0/x_4 )</th>
<th>( x_1/x_5 )</th>
<th>( x_2/x_6 )</th>
<th>( x_3/x_7 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>230d5e40851cb824</td>
<td>230d5e40851cb824</td>
<td>6162638000000000</td>
<td>0000000000000000</td>
</tr>
<tr>
<td>( r = 1 )</td>
<td>bb27b99ec31efd17</td>
<td>648097e5093a10e8</td>
<td>230d5e40851cb824</td>
<td>230d5e40851cb824</td>
</tr>
<tr>
<td>2</td>
<td>6612e1d8b6e40600</td>
<td>32851c3f32409f9f</td>
<td>bb27b99ec31efd17</td>
<td>648097e5093a10e8</td>
</tr>
<tr>
<td>3</td>
<td>fb75bbde6c95c571</td>
<td>04131e4ec79b2add</td>
<td>6612e1d8b6e40600</td>
<td>32851c3f32409f9f</td>
</tr>
<tr>
<td>4</td>
<td>cb0cfe8fae16735e</td>
<td>2b075e87a69cc50e</td>
<td>fb75bbde6c95c571</td>
<td>04131e4ec79b2add</td>
</tr>
<tr>
<td>5</td>
<td>6fcb2839c4c9a227</td>
<td>da92ab977e57abbc</td>
<td>cb0cfe8fae16735e</td>
<td>6fcb2839c4c9a227</td>
</tr>
<tr>
<td>6</td>
<td>a4f0de3f7d0c4336</td>
<td>8a64ab6504493a96</td>
<td>a4f0de3f7d0c4336</td>
<td>8a64ab6504493a96</td>
</tr>
<tr>
<td>7</td>
<td>2d375a2eabab1fb7</td>
<td>9d423a20138e5bfc</td>
<td>2d375a2eabab1fb7</td>
<td>9d423a20138e5bfc</td>
</tr>
<tr>
<td>8</td>
<td>91f43770e29ae13f</td>
<td>d11012d112c24993</td>
<td>91f43770e29ae13f</td>
<td>d11012d112c24993</td>
</tr>
<tr>
<td>9</td>
<td>6f78095ab7e7710a</td>
<td>2b65442db2afafcf</td>
<td>6f78095ab7e7710a</td>
<td>2b65442db2afafcf</td>
</tr>
<tr>
<td>10</td>
<td>2d375a2eabab1fb7</td>
<td>9d423a20138e5bfc</td>
<td>2d375a2eabab1fb7</td>
<td>9d423a20138e5bfc</td>
</tr>
<tr>
<td>11</td>
<td>b015b34805866e5c</td>
<td>def53ced7729f16</td>
<td>b015b34805866e5c</td>
<td>def53ced7729f16</td>
</tr>
<tr>
<td>12</td>
<td>73ed27e5fae73a85</td>
<td>77d6013bf62ab5c7</td>
<td>73ed27e5fae73a85</td>
<td>77d6013bf62ab5c7</td>
</tr>
<tr>
<td>13</td>
<td>b015b34805866e5c</td>
<td>def53ced7729f16</td>
<td>b015b34805866e5c</td>
<td>def53ced7729f16</td>
</tr>
<tr>
<td>14</td>
<td>8c23abe0c1f1892</td>
<td>2207010d00310d9e</td>
<td>8c23abe0c1f1892</td>
<td>2207010d00310d9e</td>
</tr>
<tr>
<td>15</td>
<td>ab21c2e457cd9134</td>
<td>f091af0000b7ec</td>
<td>ab21c2e457cd9134</td>
<td>f091af0000b7ec</td>
</tr>
</tbody>
</table>
That completes the processing of the \textbf{first} message block $M^{(1)}$. The intermediate hash value $H^{(1)}$ is calculated to be

\begin{align*}
H^{(0)}_0 &= 5f1d8d8a5cf51d123 \oplus 6126380000000000 = 3e7fee25cf51d123 \\
H^{(0)}_1 &= 2edc631fd504b5c4 \oplus 0000000000000000 = 2edc631fd504b5c4 \\
H^{(0)}_2 &= 3f8622891a4fda5e \oplus 0000000000000000 = 3f8622891a4fda5e \\
H^{(0)}_3 &= 4dee38cb466d4328 \oplus 0000000000000000 = 4dee38cb466d4328 \\
H^{(0)}_4 &= 5cbd07b2788db208 \oplus 0000000000000000 = 5cbd07b2788db208 \\
H^{(0)}_5 &= 12d3beeeafbed6c \oplus 0000000000000000 = 12d3beeeafbed6c \\
H^{(0)}_6 &= 51adc58554c68d2 \oplus 0000000000000000 = 51adc58554c68d2 \\
H^{(0)}_7 &= 08cb3bb067a2b546 \oplus 0000000000000000 = 08cb3bb067a2b546
\end{align*}

The words of the \textbf{second} padded message block $M^{(2)}$ are then assigned to the words $x_0, \ldots, x_7$ of the block cipher $EncOut_{512}$.
The Hash Function Family: Lesamnta SHA-3 Proposal

The following schedule shows the hex values for \(x_0, \ldots, x_7\), after round \(r\) of the “for \(r = 0\) to 31” loop described in Sec. 5.5.2, Figure 24, step 2.

\[
\begin{array}{cccccc}
\text{Step} & x_0/x_4 & x_1/x_5 & x_2/x_6 & x_3/x_7 \\
0 & \text{d97eb976b5cae7b2} & \text{f6e54f8f9f2f838c} & 0000000000000000 & 0000000000000000 \\
1 & \text{1bb657b228019226} & \text{eeccd8d36781fe4a} & \text{d97eb976b5cae7b2} & \text{f6e54f8f9f2f838c} \\
2 & \text{fb6c651cb07f0756} & \text{a4eafa7e37812406} & \text{1bb657b228019226} & \text{eeccd8d36781fe4a} \\
3 & \text{a54cc7495c328d80} & \text{f6e54f8f9f2f838c} & \text{fb6c651cb07f0756} & \text{a4eafa7e37812406} \\
4 & \text{4c33a91a8f0df69d} & \text{ab0f28b6e3c3bb3} & \text{a54cc7495c328d80} & \text{f6e54f8f9f2f838c} \\
5 & \text{a7a8282b6e3c3bb3} & \text{a7a8282b6e3c3bb3} & \text{4c33a91a8f0df69d} & \text{a54cc7495c328d80} \\
6 & \text{07e6dccc7565cb26c} & \text{a7a8282b6e3c3bb3} & \text{07e6dccc7565cb26c} & \text{a7a8282b6e3c3bb3} \\
7 & \text{20915656a888c4e2} & \text{a7a8282b6e3c3bb3} & \text{20915656a888c4e2} & \text{a7a8282b6e3c3bb3} \\
8 & \text{822c1e65471f6} & \text{822c1e65471f6} & \text{822c1e65471f6} & \text{822c1e65471f6} \\
9 & \text{20915656a888c4e2} & \text{20915656a888c4e2} & \text{20915656a888c4e2} & \text{20915656a888c4e2} \\
10 & \text{81c44e19575d610e} & \text{81c44e19575d610e} & \text{81c44e19575d610e} & \text{81c44e19575d610e} \\
11 & \text{6575618e1f64665c} & \text{6575618e1f64665c} & \text{6575618e1f64665c} & \text{6575618e1f64665c} \\
12 & \text{822c1e65471f6} & \text{822c1e65471f6} & \text{822c1e65471f6} & \text{822c1e65471f6} \\
13 & \text{a7a8282b6e3c3bb3} & \text{a7a8282b6e3c3bb3} & \text{a7a8282b6e3c3bb3} & \text{a7a8282b6e3c3bb3} \\
14 & \text{20915656a888c4e2} & \text{20915656a888c4e2} & \text{20915656a888c4e2} & \text{20915656a888c4e2} \\
15 & \text{822c1e65471f6} & \text{822c1e65471f6} & \text{822c1e65471f6} & \text{822c1e65471f6} \\
\end{array}
\]
The Hash Function Family: Lesamnta SHA-3 Proposal

That completes the processing of the second and final message block $M^{(2)}$. The final hash value $H^{(2)}$ is calculated to be

$$
H^{(2)}_0 = 81a5e646a12c0381 \oplus 0000000000000000 = 81a5e646a12c0381,
$$

$$
H^{(2)}_1 = b119c3d7a83da41 \oplus 0000000000000000 = b119c3d7a83da41,
$$

$$
H^{(2)}_2 = 1efb9c25cbcf52c \oplus 0000000000000000 = 1efb9c25cbcf52c,
$$

$$
H^{(2)}_3 = aab3b143bf427ceb \oplus 0000000000000000 = aab3b143bf427ceb,
$$

$$
H^{(2)}_4 = e9c341998ad40243 \oplus 0000000000000000 = e9c341998ad40243,
$$

$$
H^{(2)}_5 = b6783342a6634059 \oplus 0000000000000000 = b6783342a6634059,
$$

$$
H^{(2)}_6 = b7e7e0d12698f72f \oplus 0000000000000000 = b7e7e0d12698f72f,
$$

$$
H^{(2)}_7 = bfae42089b2f3f2f \oplus 0000000000000000 = bfae42089b2f3f2f.
$$

The resulting 512-bit message digest is

$$
81a5e646a12c0381 \ b119c3d7a83da41 \ 1efb9c25cbcf52c \ aab3b143bf427ceb \ e9c341998ad40243 \ b6783342a6634059 \ b7e7e0d12698f72f \ bfae42089b2f3f2f.
$$
6 Performance Figures

We present some performance figures for the Lesamnta algorithms here.

6.1 Software Implementation

6.1.1 8-bit Processors

Lesamnta has been implemented in C and assembly languages for 8-bit processors.

6.1.1.1 Implementation on Atmel® AVR® ATmega8515 Processor

Lesamnta was implemented on the Atmel® AVR® ATmega8515 processor in the assembly language, using Atmel®'s AVR studio® as a development environment and simulator. The performance results are shown in Table 1.

<table>
<thead>
<tr>
<th>Message digest size</th>
<th>Execution time</th>
<th>Memory requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bulk speed (cycles/byte)</td>
<td>One-block message (cycles/message)</td>
</tr>
<tr>
<td>224</td>
<td>631</td>
<td>47312</td>
</tr>
<tr>
<td></td>
<td>901</td>
<td>69678</td>
</tr>
<tr>
<td>256</td>
<td>631</td>
<td>47312</td>
</tr>
<tr>
<td></td>
<td>901</td>
<td>69678</td>
</tr>
<tr>
<td>384</td>
<td>783</td>
<td>114031</td>
</tr>
<tr>
<td></td>
<td>988</td>
<td>147088</td>
</tr>
<tr>
<td>512</td>
<td>783</td>
<td>114031</td>
</tr>
<tr>
<td></td>
<td>988</td>
<td>147088</td>
</tr>
</tbody>
</table>

The second and third columns list the execution time for hashing. The former corresponds to bulk speed, that is throughput speed when hashing a long message. The latter is for the execution time to hash a 256-bit message with Lesamnta-224 or Lesamnta-256 and a 512-bit message with Lesamnta-384 or Lesamnta-512. The fourth, fifth and sixth columns list memory requirements. The fourth lists the size of constant data and the fifth lists the code length of instructions. The sixth column lists the RAM size. Since Lesamnta does not have any other algorithm than the main algorithm, which processes messages and chaining values, the algorithm setup takes no time.

Time-Memory Trade-Off All the implementations above have only an S-box table of 256 bytes. The difference of code length between the implementations comes from whether internal functions are inlined or not. Then, the time-memory tradeoff can be seen on Table 1.
6.1.1.2 Renesas® H8®/300L Processor

Lesamnta was implemented on the Renesas® H8®/300L processor in assembly and C languages, using Renesas®’s High-performance Embedded Workshop as a development environment and simulator. The performance results are shown in Tables 2 and 3.

Table 2: Execution time and memory requirements for Lesamnta on the Renesas® H8®/300L processor in assembly language

<table>
<thead>
<tr>
<th>Message digest size</th>
<th>Execution time</th>
<th>Memory requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bulk speed (cycles/byte)</td>
<td>One-block message (cycles/message)</td>
</tr>
<tr>
<td>224</td>
<td>1526</td>
<td>114660</td>
</tr>
<tr>
<td>256</td>
<td>1526</td>
<td>114660</td>
</tr>
</tbody>
</table>

Table 3: Execution time and memory requirements for Lesamnta on the Renesas® H8®/300L processor in C language

<table>
<thead>
<tr>
<th>Message digest size</th>
<th>Execution time</th>
<th>Memory requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bulk speed (cycles/byte)</td>
<td>One-block message (cycles/message)</td>
</tr>
<tr>
<td>224</td>
<td>5442</td>
<td>429232</td>
</tr>
<tr>
<td>256</td>
<td>5442</td>
<td>429232</td>
</tr>
<tr>
<td>384</td>
<td>7551</td>
<td>1012408</td>
</tr>
<tr>
<td>512</td>
<td>7551</td>
<td>1012408</td>
</tr>
</tbody>
</table>

In the tables, the second and third columns list the execution time for hashing. The former corresponds to bulk speed, that is throughput speed when hashing a long message. The latter is for the execution time to hash a 256-bit message with Lesamnta-224 or Lesamnta-256 and a 512-bit message with Lesamnta-384 or Lesamnta-512. The fourth, fifth and sixth columns list memory requirements. The fourth lists the size of constant data and the fifth lists the code length of instructions. The sixth column lists the stack size. Since Lesamnta does not have any other algorithm than the main algorithm, which processes messages and chaining values, the algorithm setup takes no time.

6.1.2 32-bit Processors

Here, we show some performance figures for Lesamnta on 32-bit processors.

6.1.2.1 ANSI C Implementation on NIST Reference Platform

We implemented Lesamnta in ANSI C language on the NIST Reference Platform. The NIST Reference Platform contains the Intel® Core™ 2Duo E6600 processor, Microsoft®’s VisualStudio® 2005 C++ compiler and Windows Vista® Ultimate 32-bit Edition. The platform is shown at Table 4. This implementation follows the NIST API format.
Table 4: NIST Reference Platform

<table>
<thead>
<tr>
<th>Language</th>
<th>CPU</th>
<th>Memory</th>
<th>OS</th>
<th>Compiler</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANSI C</td>
<td>Core™ 2 Duo E6600 (2.4GHz)</td>
<td>2 GBytes</td>
<td>Windows Vista® Ultimate 32-bit Edition</td>
<td>VisualStudio®2005</td>
</tr>
</tbody>
</table>

Table 5 shows performance figures of the implementation. The second column lists the execution time to hash a long message, which corresponds to bulk speed. The third column lists the execution time to hash a 256-bit message for Lesamnta-224 or Lesamnta-256 and a 512-bit message for Lesamnta-384 or Lesamnta-512. The fourth column shows the size of constant data which are look-up tables, round constants and initial vectors. The size of the look-up tables dominates the value. Since Lesamnta does not have any other algorithm than the main algorithm, which processes messages and chaining values, the algorithm setup takes no time.

Note that the result for the implementation includes overhead coming from the NIST API format.

Table 5: Performance figure of implementations in ANSI C language with NIST API on the NIST Reference Platform

<table>
<thead>
<tr>
<th>Message digest size</th>
<th>Execution time</th>
<th>Memory requirement</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bulk speed (cycles/byte)</td>
<td>One-block message (cycles/message)</td>
</tr>
<tr>
<td>224</td>
<td>68.9</td>
<td>5709</td>
</tr>
<tr>
<td>256</td>
<td>68.9</td>
<td>5709</td>
</tr>
<tr>
<td>384</td>
<td>97.7</td>
<td>14320</td>
</tr>
<tr>
<td>512</td>
<td>97.7</td>
<td>14320</td>
</tr>
</tbody>
</table>

6.1.2.2 Assembly Implementation on Intel® Core™ 2 Duo E6600 Processor

Here, we show performance figures of assembly implementations of Lesamnta on the Intel® Core™ 2 Duo processor. The used platform is shown at Table 6.

Table 6: NIST Reference Platform

<table>
<thead>
<tr>
<th>Language</th>
<th>CPU</th>
<th>Memory</th>
<th>OS</th>
<th>Compiler</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assembly</td>
<td>Core™ 2 Duo E6600 (2.4GHz)</td>
<td>2 GBytes</td>
<td>Ubuntu® Linux® 8.04 32-bit distribution</td>
<td>gnu as</td>
</tr>
</tbody>
</table>

Table 7 shows performance figures of the implementations. The second column lists the execution time to hash a long message, which corresponds to bulk speed. The third column lists the execution time to hash a 256-bit message for Lesamnta-224 or Lesamnta-256 and a 512-bit message for Lesamnta-384 or Lesamnta-512. The fourth column shows the size of constant data which are look-up tables, round constants and initial vectors. The size of the look-up tables dominates the value. The fifth column lists the code length of the instructions. The sixth column lists the size of
stack. Since Lesamnta does not have any other algorithm than the main algorithm, which processes messages and chaining values, the algorithm setup takes no time.

Table 7: Performance figure of implementations in assembly language on the Intel® Core™ 2 Duo processor

<table>
<thead>
<tr>
<th>Message digest size</th>
<th>Bulk speed (cycles/byte)</th>
<th>One-block message (cycles/message)</th>
<th>Constant data (bytes)</th>
<th>Code length (bytes)</th>
<th>Stack (bytes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>224</td>
<td>59.2</td>
<td>4750</td>
<td>8288</td>
<td>5705</td>
<td>84</td>
</tr>
<tr>
<td></td>
<td>100.2</td>
<td>8383</td>
<td>1632</td>
<td>7463</td>
<td>84</td>
</tr>
<tr>
<td>256</td>
<td>59.2</td>
<td>4750</td>
<td>8288</td>
<td>5705</td>
<td>84</td>
</tr>
<tr>
<td></td>
<td>100.2</td>
<td>8383</td>
<td>1632</td>
<td>7463</td>
<td>84</td>
</tr>
<tr>
<td>384</td>
<td>54.5</td>
<td>8827</td>
<td>20608</td>
<td>10944</td>
<td>148</td>
</tr>
<tr>
<td></td>
<td>71.5</td>
<td>10968</td>
<td>9344</td>
<td>13549</td>
<td>148</td>
</tr>
<tr>
<td>512</td>
<td>54.5</td>
<td>8827</td>
<td>20608</td>
<td>10944</td>
<td>148</td>
</tr>
<tr>
<td></td>
<td>71.5</td>
<td>10968</td>
<td>9344</td>
<td>13549</td>
<td>148</td>
</tr>
</tbody>
</table>

**Time-Memory Tradeoff**  As is seen from Table 7, there is tradeoff between the speed of hashing and the size of look-up tables.

6.1.2.3 ANSI C Implementation on ARM® ARM926EJ-S™ Processor

Lesamnta was implemented on the ARM® ARM926EJ-S™ processor in ANSI C language, using ARM®’s RealView® Development Suite as a development environment and simulator. The performance results are shown in Table 8.

Table 8: Performance figure of implementations in ANSI C language with NIST API on the ARM® ARM926EJ-S™ processor

<table>
<thead>
<tr>
<th>Message digest size</th>
<th>Execution time</th>
<th>Memory requirement</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bulk speed (cycles/byte)</td>
<td>One-block message (cycles/message)</td>
</tr>
<tr>
<td>224</td>
<td>204.1</td>
<td>15978</td>
</tr>
<tr>
<td>256</td>
<td>204.1</td>
<td>15978</td>
</tr>
<tr>
<td>384</td>
<td>244.0</td>
<td>34020</td>
</tr>
<tr>
<td>512</td>
<td>244.0</td>
<td>34020</td>
</tr>
</tbody>
</table>

Table 8 shows performance figures of the implementation. The second column lists the execution time to hash a long message, which corresponds to bulk speed. The third column lists the execution time to hash a 256-bit message for Lesamnta-224 or Lesamnta-256 and a 512-bit message for Lesamnta-384 or Lesamnta-512. The fourth column shows the size of constant data which are look-up tables, round constants and initial vectors. The size of the look-up tables dominates the
value. Since Lesamnta does not have any other algorithm than the main algorithm, which processes messages and chaining values, the algorithm setup takes no time.

6.1.3 64-bit Processor

Here, we show some performance figures for Lesamnta on a 64-bit processor.

6.1.3.1 ANSI C Implementation on NIST Reference Platform

We implemented Lesamnta in ANSI C language on the NIST Reference Platform. The NIST Reference Platform contains the Intel® Core™ 2 Duo 2.4GHz processor, Microsoft®’s VisualStudio® 2005 C++ compiler and Windows Vista® Ultimate 64-bit Edition. The platform is shown at Table 9. Moreover, the implementation follows the NIST API format.

Table 9: NIST 64-bit Reference Platform

<table>
<thead>
<tr>
<th>Language</th>
<th>CPU</th>
<th>Memory</th>
<th>OS</th>
<th>Compiler</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANSI C</td>
<td>Core™ 2 Duo E6600 (2.4GHz)</td>
<td>2 GBytes</td>
<td>Windows Vista® 64-bit Edition</td>
<td>VisualStudio® 2005</td>
</tr>
</tbody>
</table>

Table 10 shows performance figures of the implementation. The second column lists the execution time to hash a long message, which corresponds to bulk speed. The third column lists the execution time to hash a 256-bit message for Lesamnta-224 or Lesamnta-256 and a 512-bit message for Lesamnta-384 or Lesamnta-512. The fourth column shows the size of constant data which are look-up tables, round constants and initial vectors. The size of the look-up tables dominates the value. Since Lesamnta does not have any other algorithm than the main algorithm, which processes messages and chaining values, the algorithm setup takes no time.

Note that the result for the implementation includes overhead coming from the NIST API format.

Table 10: Performance figure of implementations in ANSI C language with NIST API on the NIST 64-bit Reference Platform

<table>
<thead>
<tr>
<th>Message digest size</th>
<th>Execution time</th>
<th>Memory requirement</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bulk speed (cycles/byte)</td>
<td>One-block message (cycles/message)</td>
</tr>
<tr>
<td>224</td>
<td>78.4</td>
<td>6581</td>
</tr>
<tr>
<td>256</td>
<td>78.4</td>
<td>6581</td>
</tr>
<tr>
<td>384</td>
<td>65.4</td>
<td>10962</td>
</tr>
<tr>
<td>512</td>
<td>65.4</td>
<td>10962</td>
</tr>
</tbody>
</table>

6.1.3.2 Assembly Implementation on Intel® Core™ 2 Duo Processor

Here, we show performance figures of assembly implementations of Lesamnta on the Intel® Core™ 2 Duo processor. The used platform is shown at Table 11.
Table 11: 64-bit Platform used for measurement of assembly codes

<table>
<thead>
<tr>
<th>Language</th>
<th>CPU</th>
<th>Memory</th>
<th>OS</th>
<th>Compiler</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assembly</td>
<td>Core™ 2 Duo E6600 (2.4GHz)</td>
<td>2 GBytes</td>
<td>Ubuntu® Linux® 8.04 64-bit distribution</td>
<td>gnu as</td>
</tr>
</tbody>
</table>

Table 12 shows performance figures of the implementations. The second column lists the execution time to hash a long message, which corresponds to bulk speed. The third column lists the execution time to hash a 256-bit message for Lesamnta-224 or Lesamnta-256 and a 512-bit message for Lesamnta-384 or Lesamnta-512. The fourth, fifth and sixth columns list memory requirements. The fourth column shows the size of constant data which are look-up tables, round constants and initial vectors. The size of the look-up tables dominates the value. The fifth column lists the code length of the instructions. The sixth column lists the size of stack. Since Lesamnta does not have any other algorithm than the main algorithm, which processes messages and chaining values, the algorithm setup takes no time.

Table 12: Performance figure of implementations in assembly language on the Intel® Core™ 2 Duo processor

<table>
<thead>
<tr>
<th>Message digest size</th>
<th>Execution time</th>
<th>Memory requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bulk speed (cycles/byte)</td>
<td>One-block message (cycles/message)</td>
</tr>
<tr>
<td>224</td>
<td>52.7</td>
<td>4318</td>
</tr>
<tr>
<td></td>
<td>93.8</td>
<td>8151</td>
</tr>
<tr>
<td>256</td>
<td>52.7</td>
<td>4318</td>
</tr>
<tr>
<td></td>
<td>93.8</td>
<td>8151</td>
</tr>
<tr>
<td>384</td>
<td>51.2</td>
<td>8373</td>
</tr>
<tr>
<td></td>
<td>70.8</td>
<td>10752</td>
</tr>
<tr>
<td>512</td>
<td>51.2</td>
<td>8373</td>
</tr>
<tr>
<td></td>
<td>70.8</td>
<td>10752</td>
</tr>
</tbody>
</table>

Time-Memory Tradeoff  As is seen from Table 12, there is tradeoff between the speed of hashing and the size of look-up tables.

6.2 Hardware

6.2.1 ASIC Implementation

We made estimations for speed and gate count of several different hardware architectures of Lesamnta. These estimates are based on existing 90 nm CMOS standard cell library. A gate is a two-input NAND equivalent. The results are shown in Table 13.
Table 13: ASIC implementation estimates of Lesamnta

<table>
<thead>
<tr>
<th>Message digest size</th>
<th>Architecture</th>
<th>Gate count (k gates)</th>
<th>Max. frequency (MHz)</th>
<th>Throughput (Mbps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>256</td>
<td>Speed Optimized</td>
<td>190.1</td>
<td>282.5</td>
<td>6026.4</td>
</tr>
<tr>
<td></td>
<td>Balance Optimized</td>
<td>68.0</td>
<td>636.9</td>
<td>3623.5</td>
</tr>
<tr>
<td></td>
<td>Area Optimized</td>
<td>20.7</td>
<td>169.8</td>
<td>336.9</td>
</tr>
<tr>
<td>512</td>
<td>Speed Optimized</td>
<td>393.0</td>
<td>234.2</td>
<td>9992.2</td>
</tr>
<tr>
<td></td>
<td>Balance Optimized</td>
<td>144.9</td>
<td>571.4</td>
<td>6501.6</td>
</tr>
<tr>
<td></td>
<td>Area Optimized</td>
<td>44.3</td>
<td>144.1</td>
<td>571.9</td>
</tr>
</tbody>
</table>

7 Tunable Security Parameters

Lesamnta provides the following tunable security parameters.

1. The number of rounds for $EncComp_{256}$: $Nr_{\text{comp}256}$;
2. The number of rounds for $EncOut_{256}$: $Nr_{\text{out}256}$;
3. The number of rounds for $EncComp_{512}$: $Nr_{\text{comp}512}$; and
4. The number of rounds for $EncOut_{512}$: $Nr_{\text{out}512}$.

Choosing the values for these parameters enables selection of a range of possible security/performance tradeoffs. Considering the security analysis results described in Sec. 12, however, we recommend a value of 32 for each of these parameters, as specified in Sec. 5. Hereafter, we denote this recommended value of 32 by $nR$.

8 Design Rationale

8.1 Block-Cipher-Based Hash Functions

The design rationale of Lesamnta is based on achieving the following goals:

- To provide the same application program interface as that of the SHA-2 family;
- To ensure both attack-based security and proof-based security; and
- To be efficient on a wide range of platforms.

To achieve these goals, we adopted an iterative hash function based on the block cipher as the basic design. Since the idea of building hash functions from block ciphers goes back more than 30 years, the enormous volume of research on this idea helped us to design Lesamnta.

Hence, Lesamnta basically follows a traditional design but incorporates new methods to resist recent attacks and provide security proof.
8.2 Domain Extension

The domain extension scheme of Lesamnta is designed to achieve the following goals: efficiency comparable to that of the Merkle-Damgård iteration, and security against the length-extension attack. The scheme consists of the Merkle-Damgård iteration of the compression function, enveloped with the output function. We call this MDO, and it is illustrated in Figure 31. Unlike the NMAC-like domain extension in [9], the output function $g$ has the last block of a padded message input as a part of the input. The output function avoids the length-extension attack. The overhead of the output function is small, since it shares components with the compression function.

![Figure 31: Domain extension scheme MDO. $h$ is the compression function, and $g$ is the output function.](image)

8.3 Compression Function

8.3.1 PGV Mode

The criteria taken into account in designing the compression function are the following:

- Efficiency equal to that of the underlying block cipher;
- Provable security in theoretical models; and
- Security evaluation using attacks against block ciphers.

The first criterion implies that the compression function should be as efficient as the underlying block cipher in terms of any computational resource. The second and third criteria imply that the security aspects of the compression function can be reduced to those of the block cipher.

The PGV modes [7] meet the first criterion, because they use the block cipher exactly one time. Not all PGV modes, however, meet the second criterion. It has been shown that the twelve PGV modes are secure in the ideal cipher model in terms of collision resistance and preimage resistance [7].

Lesamnta uses the Matyas-Meyer-Oseas (MMO) mode, which is one of the secure PGV modes in terms of collision resistance and preimage resistance. The MMO mode is defined as follows:

$$h(H^{(i-1)}, M^{(i)}) = E(H^{(i-1)}, M^{(i)}) \oplus M^{(i)},$$

where $E$ is an encryption function and $H^{(i-1)}$ works as a key, as illustrated in Figure 32 [24].
The MMO mode has no feedforward of the key, but only feedforward of the message. Compared with the other eleven secure PGV modes, it is easier to analyze the security of the MMO mode with block-cipher attacks. Thus, the security of the MMO mode can be reduced to the security of an underlying block cipher, in the senses of both proof-based security and attack-based security.

8.4 Output Function

To increase the security margin in terms of pseudo-randomness and to offer a tradeoff between security and efficiency, Lesamnta uses an output function $g$, constructed from an encryption function $L$ in the following manner:

$$g(H^{(N-1)}, M^{(N)}) = L(H^{(N-1)}, M^{(N)}) \oplus M^{(N)}.$$

8.5 Block Ciphers

Each of the four Lesamnta algorithms uses two block ciphers, $E$ and $L$. We set the following requirements as goals for our design of these underlying block ciphers.

- Key lengths of 256 bits for the 256-bit block ciphers and 512 bits for the 512-bit block ciphers
- Resistance against known attacks.
- Design simplicity:
  - To facilitate ease of security analysis:
  - To facilitate ease of implementation.
- Speed on processors for general purposes, on processors for servers, on future processors, and on various hardware platforms.
- Capable of implementation on an 8-bit processor with a small amount of RAM.
- Capable of implementation on hardware with a small gate count.
Figure 33 shows an overview of the encryption function $E$.

The encryption function $E$ is broken into two parts to process data: the key scheduling function and the mixing function. Each of these iteratively uses a sub-function. Therefore, we denote the corresponding sub-functions for the key scheduling function and mixing function by $f_K$ and $f_M$, respectively.

Figure 34 shows an overview of the encryption function $L$.

The structure of $L$ is similar to that of $E$. In $L$, both the key scheduling function and the mixing function use $f_M$ as the round function.
9 Motivation for Design Choices

9.1 Padding Method

The padding method of Lesamnta adopts Merkle-Damgård strengthening. Thus, the last block of a padded message includes the binary representation of the length of the message input.

For the padding method of Lesamnta, the last block does not contain any part of the message input. It only contains the length of the message input. As shown in Figs. 6 and 7 or Figs. 8 and 9, there are at most two possibilities for the last block corresponding to the remaining blocks. This property is necessary to prove that Lesamnta is indifferentiable from a random oracle in the ideal cipher model.

9.2 MMO Mode

We have four motivations for choosing the MMO mode.

1. Attack-based security
   From the viewpoint of attacks on a block cipher, recent collision-finding attacks use the fact that an attacker can directly control the key of a block cipher. This is because popular hash functions such as the SHA-2 family use the Davies-Meyer (DM) mode with a poor key scheduling function. In contrast, the MMO mode does not allow the attacker to control the key of a block cipher. Rather, since the key corresponds to the previous chaining values, the attack must control the chaining values by varying the message block. When we assume that the key (i.e., the previous chaining values) is fixed for the attacker, the attack model is similar to the attack model of block-cipher cryptanalysis. Then, known countermeasures against block-cipher cryptanalysis can be applied to design a secure MMO mode.

2. Proof-based security
   The MMO mode enables us to reduce the security of Lesamnta to that of the underlying block ciphers to a greater extent than with the DM mode used by the SHA family. In particular, the PRF property of HMAC is almost reduced to the PRP property of the underlying block ciphers. Furthermore, Lesamnta can be shown indifferentiable from a random oracle in the ideal cipher model.

3. Efficiency of implementation
   The computational resources required by the MMO mode are almost the same as those required by the block cipher. In particular, the following properties contribute to performance:
   - The number of invocations of the block cipher is exactly one.
   - The size of the internal buffer is less than that of other secure PGV modes such as the Miyaguchi-Preneel mode.
   - The output length is equal to that of the block cipher.
4. Resistance against side-channel attacks
Side-channel attacks should be taken into account in hardware implementation. It has been
pointed out that one can perform side-channel attacks on HMAC with hash functions using
the DM mode, such as the SHA family [27]. We thus adopt the MMO mode, with which
HMACs remains secure against side-channel attacks.

9.3 Output Function
The primary purpose of the output function is to make length-extension attacks impossible.
Resisting length-extension attacks requires that the following tasks be infeasible, where
$h$ and $g$ are the compression function and the output function, respectively.

- To find $H^{(k-1)}, M^{(k)}$ satisfying $h(H^{(k-1)}, M^{(k)}) = g(H^{(k-1)}, M^{(k)})$; and
- To find $H^{(N-1)}$ satisfying $y = g(H^{(N-1)}, M^{(N)})$ for given $y$ and $M^{(N)}$.

In Lesamnta, $h$ and $g$ are in the MMO mode, but the underlying block ciphers are different. The use
of different block ciphers is effective in making the first task infeasible. To make the second task
infeasible, Lesamnta uses a well-designed underlying block cipher for $g$. Additionally, to keep the
implementation cost low, the block cipher of $g$ consists of only the mixing function of $h$.

9.4 Block Cipher
Each algorithm of Lesamnta uses two block ciphers $E$ and $L$. $E$ is used in the compression function
and the other is used in the output function. For reducing the hardware complexity, $E$ shares the
mixing function with $L$. In addition, the mixing function is identical to the key scheduling function
in $L$ except that the additional input parameter changes from the round key to the round constant.

The block size and key size of the block ciphers are both 256 (512) bits for Lesamnta-256 (Lesamnta-512). The block cipher plays an important role in both ensuring resistance against
cryptanalytic attacks and achieving high performance. To meet these requirements, for the round
function, we adopt a well-studied Feistel network and apply the design approach of AES in
designing the F function, which is the most significant component in the underlying block ciphers.
As a result, we can show that 12 rounds are secure against differential cryptanalysis in the sense
that the maximum differential characteristic probability is less than $2^{-256} (2^{-512})$.

9.4.1 Mixing Function
The plaintext is denoted by $P = (p_0, p_1, \ldots, p_7)$, and the ciphertext by $C = (c_0, c_1, \ldots, c_7)$. The mixing function is defined as follows:

\[
\begin{align*}
(x_0^{(0)}, x_1^{(0)}, \ldots, x_7^{(0)}) &= (p_0, p_1, \ldots, p_7), \\
(x_0^{(r)}, x_1^{(r)}, \ldots, x_7^{(r)}) &= f_M(x_0^{(r-1)}, x_1^{(r-1)}, \ldots, x_7^{(r-1)}) \quad 1 \leq r \leq n_R, \\
(c_0, c_1, \ldots, c_7) &= (x_0^{(n_R)}, x_1^{(n_R)}, \ldots, x_7^{(n_R)}).
\end{align*}
\]
9.4.1.1 Network in the Round Function

Our strategy to design the mixing function of Lesamnta is to construct it from block cipher components whose security and efficiency have been well-studied. This is because techniques to design and analyze block ciphers have been well understood through the AES competition. For now, we know a lot about both how to design 64-bit or 128-bit block ciphers and how to evaluate these ciphers.

Our design approach is to construct a 256-bit (512-bit) hash function from a 64-bit (128-bit) block-cipher like permutation. In this respect, the Feistel network is more suitable than the SP network since using the SP network would require to design 256-bit and 512-bit block ciphers which we think are less mature in terms of design, analysis, and implementation.

![Type 1 4-branch generalized Feistel network](image)

The mixing function of the block cipher of Lesamnta uses a type 1 4-branch generalized Feistel network (GFN) [36] for simplicity and hardware flexibility. It is illustrated in Fig. 35. For implementation reasons, each of the branches is stored in two 32-bit (64-bit) words for Lesamnta-256 (Lesamnta-512).

The round function $f_M$ consists of XOR operations, a nonlinear function $F$, and a wordwise permutation. The $F$ function is a non-linear transformation with a two-word input and a two-word round key input $K^{(r)}$ taken from the key schedule, and a two-word output. The round function $f_M$ is defined as follows:

\[
\begin{align*}
x_0^{(r)} \parallel x_1^{(r)} &= (x_6^{(r-1)} \parallel x_7^{(r-1)}) \oplus F(K^{(r)}, x_4^{(r-1)} \parallel x_5^{(r-1)}), \\
x_2^{(r)} &= x_0^{(r-1)}, \quad x_3^{(r)} = x_1^{(r-1)}, \quad x_4^{(r)} = x_2^{(r-1)}, \\
x_5^{(r)} &= x_3^{(r-1)}, \quad x_6^{(r)} = x_4^{(r-1)}, \quad x_7^{(r)} = x_5^{(r-1)}. 
\end{align*}
\]

9.4.1.2 $F$ Function

The functions $F_{256}$ and $F_{512}$ are the most significant components in the underlying block ciphers. Note that we denote $F_{256}$ and $F_{512}$ by $F$ when the message digest size is not relevant. Our requirement on the $F$ functions is both efficiency and resistance against known attacks such as differential cryptanalysis. Another requirement on the $F$ functions is inversibility for a given round key to make the analysis of collision attacks easy. To design the $F$ functions, we applied one of the most successful approaches known as the wide trail strategy [10] which is used in the design of AES. We can show that the maximum differential characteristic probability for Lesamnta-256...
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(Lesamnta-512) is less than $2^{-54} \cdot (2^{-150})$ by applying the Four-Round Propagation Theorem in the wide trail strategy to the $F$ functions:

Hereafter, we explain each step used in the $F$ functions. In Lesamnta-224/256 and Lesamnta-384/512, operations are performed on SubState256 and SubState512.

The functions $F_{256}$ and $F_{512}$ are the composite mappings which are parameterized by the round key:

\[
F_{256} = \overline{F_{256}} \circ \text{AddRoundKey256}(),
\]

where $\overline{F_{256}} = (\text{ShiftRows256}() \circ \text{ByteTranspos256}() \circ \text{SubBytes256}())^4$.

\[
F_{512} = \overline{F_{512}} \circ \text{AddRoundKey512}(),
\]

where $\overline{F_{512}} = (\text{ShiftRows512}() \circ \text{ByteTranspos512}() \circ \text{SubBytes512}())^4$.

The function $F$ is a sequence of transformations called steps like AES. The steps used in the full Lesamnta are the round key addition step, the non-linear step, the byte transposition step, and the linear diffusion step. For Lesamnta-384/512, each step in $F_{512}$ is the same as the corresponding step in AES.

### 9.4.1.3 Round Key Addition Step

The round key addition steps $\text{AddRoundKey256}()$ and $\text{AddRoundKey512}()$ simply combine the SubState with the round key by means of bitwise XOR operation to facilitate ease of security analysis and of implementation.

### 9.4.1.4 Non-Linear Step

The non-linear steps $\text{SubBytes256}()$ and $\text{SubBytes512}()$ consist of parallel applications of a non-linear substitution box. As for the S-box, we apply the S-box used in AES, for security reasons and implementation reasons. This S-box has the following properties:

- The maximum differential probabilities are $2^{-6}$.
- The S-box has no fixed points.

### 9.4.1.5 Byte Transposition Step

The byte transposition steps $\text{ByteTranspos256}()$ and $\text{ByteTranspos512}()$ cyclically shift rows over different numbers of bytes (offsets). These offsets are selected in a way that $\text{ByteTranspos256}()$ and $\text{ByteTranspos512}()$ are diffusion optimal [10], which means that the different bytes in each column are distributed over all different columns.

### 9.4.1.6 Linear Diffusion Step

The linear diffusion steps $\text{ShiftRows256}()$ and $\text{ShiftRows512}()$ are linear mappings based on the MDS code. An important diffusion measure introduced in [10] is the branch number. The branch numbers for $\text{ShiftRows256}()$ and $\text{ShiftRows512}()$ are 3 and 5, respectively.
\textbf{ShiftRows256()} and \textbf{ShiftRows512()} have an effect to mix the bytes in each SubState256 column and in each SubState512 column, respectively.

\section*{9.4.2 Key Scheduling Function}

Since the structure of the key scheduling function is similar to that of the mixing function, strong non-linearity is ensured as compared with key scheduling functions of the SHA-2 family.

We designed the key scheduling function in \(E\) for the following purposes:

1. It introduces asymmetry which prevents symmetry between rounds leading to attacks such as slide attacks.

2. It provides the resistance against pseudo-collision attacks.

   Note that in the collision attack model, the attacker cannot control the input to the key scheduling function in a direct way due to the MMO mode while in the pseudo-collision attack model, he can.

3. It should be efficient on a wide range of platforms.

   For the security purposes, the key scheduling function uses the type 1 general Feistel network where the non-linear function uses the composition of a non-linear step and the linear diffusion step as is commonly done in block ciphers. For the performance purposes, the linear diffusion step is composed of a linear mapping based on a MDS code and a bytewise permutation because linear diffusion steps consisting of a single linear mapping based on a MDS code would be expensive. The branch numbers of the linear mappings for \(E_{256}\) and \(E_{512}\) are 5 and 9, respectively. Since the key scheduling function shares most of its components with the mixing function, an efficient hardware implementation is possible.

\section*{9.4.3 Round Constants}

The round constants introduce randomness, non-regularity, and asymmetry into the key scheduling function. The round constants of Lesamnta are generated by a counter-like function (Sec. 5.1). Each of two words of a round constant changes its value over rounds. This is because the linear mapping used in the key schedule operates on one word rather than two.

In contrast, the round constants of popular hash functions are often generated from real numbers such as \(\sqrt{2}\). Hence, they are usually implemented via a large lookup table. Round constant generation by a counter-like function is more suitable for a hardware efficient implementation on resource-poor devices such as RFID tags than is generation by a large lookup table.
10 Expected Strength and Security Goals

Table 14 shows the expected strength of Lesamnta for each of the security requirements (i.e., the expected complexity of attacks). What values in Table 14 mean is explained below. The row indicated by “HMAC” lists the approximate number of queries required by any distinguishing attack against HMAC using Lesamnta. The row indicated by “PRF” lists the approximate number of queries required by any distinguishing attack against the additional PRF modes described in Sec. 13.1. The row indicated by “Randomized hashing” lists the approximate complexity to find another pair of a message and a random value for a given pair of a $2^k$-bit message and a random value. The fourth row lists the approximate complexity of any collision attack. The fifth row lists the approximate complexity of any preimage attack. The sixth row lists the approximate complexity of the Kelsey-Schneier second-preimage attack with any first preimage shorter than $2^k$ bits. The seventh row lists the approximate number of queries required by any length-extension attack against Lesamnta. A cryptanalytic attack may be a profound threat to Lesamnta if its complexity is much less than the complexity in Table 14.

<table>
<thead>
<tr>
<th>Requirement</th>
<th>224</th>
<th>256</th>
<th>384</th>
<th>512</th>
</tr>
</thead>
<tbody>
<tr>
<td>HMAC</td>
<td>$2^{112}$</td>
<td>$2^{128}$</td>
<td>$2^{192}$</td>
<td>$2^{256}$</td>
</tr>
<tr>
<td>PRF</td>
<td>$2^{112}$</td>
<td>$2^{128}$</td>
<td>$2^{192}$</td>
<td>$2^{256}$</td>
</tr>
<tr>
<td>Randomized hashing</td>
<td>$2^{256-k}$</td>
<td>$2^{256-k}$</td>
<td>$2^{512-k}$</td>
<td>$2^{512-k}$</td>
</tr>
<tr>
<td>Collision resistance</td>
<td>$2^{112}$</td>
<td>$2^{128}$</td>
<td>$2^{192}$</td>
<td>$2^{256}$</td>
</tr>
<tr>
<td>Preimage resistance</td>
<td>$2^{224}$</td>
<td>$2^{256}$</td>
<td>$2^{384}$</td>
<td>$2^{512}$</td>
</tr>
<tr>
<td>Second-preimage resistance</td>
<td>$2^{256-k}$</td>
<td>$2^{256-k}$</td>
<td>$2^{512-k}$</td>
<td>$2^{512-k}$</td>
</tr>
<tr>
<td>Length-extension attacks</td>
<td>$2^{112}$</td>
<td>$2^{128}$</td>
<td>$2^{192}$</td>
<td>$2^{256}$</td>
</tr>
</tbody>
</table>

Table 14 includes proof-based strength and attack-based strength. The security proof of Lesamnta is given as follows:

Proved security 1: Lesamnta is indifferentiable from a random oracle under the assumption that block ciphers $E, L$ are independent ideal ciphers.

This proof partially ensures the security of randomized hashing, collision resistance, preimage resistance, second-preimage resistance, and length-extension attacks.

Proved security 2: Lesamnta is collision resistant under the assumption that the compression function $h$ and the output function $g$ are collision resistant.

This proof ensures the security of collision resistance, and in part, preimage resistance and second-preimage resistance.
11 Security Reduction Proof

11.1 MMO Mode

11.1.1 Collision Resistance

The collision resistance of the MMO mode is proved in the ideal cipher model. The MMO mode is given by \( h(H, M) = E(H, M) \oplus M \), where \( E \) is an ideal cipher. Consider an infinitely powerful adversary \( A \) that makes \( q \) queries to \( E \) and \( E^{-1} \). Then, the col-advantage of \( A \) is defined as

\[
\text{Adv}_{h}^{\text{col}}(A) = \Pr ((H, M) \neq (H', M') \land h(H, M) = h(H', M')) \\
\forall h(H, M) = H^{-1}|A^{E,E^{-1}} = ((H, M), (H', M')))
\]

where \( n \) is the block length of \( E \). According to Black et al.'s analysis [7], the col-advantage is given by

\[
0.039(q - 1)(q - 2) \leq \text{Adv}_{h}^{\text{col}}(A) \leq \frac{q(q + 1)}{2^n}.
\]

The above inequality means that any adversary must make about \( 2^{n/2} \) queries to find a collision.

In Lesamnta, the dedicated block cipher is in place of the ideal cipher \( E \). Although it is not the ideal cipher, the above inequality suggests that the MMO mode is a good choice for designing a compression function.

11.1.2 Preimage Resistance

The preimage resistance of the MMO mode is proved in the ideal cipher model. Then, the pre-advantage of \( A \) is defined as, for any public constant \( K \),

\[
\text{Adv}_{h}^{\text{pre}}(A) = \Pr [M \notin Q \land h(K, M) = H|A^{E,E^{-1}} = (M, H)]
\]

where \( Q \) is the set of messages that \( A \) sends to \( E \) and \( A \) receives from \( E^{-1} \) [7]. Since \( h(K, M) = E(K, M) \oplus M \), the pre-advantage is transformed into

\[
\text{Adv}_{h}^{\text{pre}}(A) = \Pr [M \notin Q \land E(K, M) = H \oplus M|A^{E,E^{-1}} = (M, H)].
\]

Denoting by \( q \) the number of queries, we have

\[
\text{Adv}_{h}^{\text{pre}}(A) = \frac{1}{2^n - q}.
\]
In Lesamnta, the dedicated block cipher is in place of the ideal cipher $E$. Although it is not the ideal cipher, the preimage resistance of the MMO mode is reduced to the correlation between a plaintext and a ciphertext for a known key.

### 11.1.3 Pseudorandom Function

Consider an adversary $A$ that outputs a bit after making queries to an oracle. Suppose that $K$ is randomly chosen from a key space, $\rho$ is a random function, and $\pi$ is a random permutation. Then, the prf-advantage and the prp-advantage of $A$ is defined as

$\text{Adv}_{\text{prf}}^{E}(A) = |\Pr[A^{E(K_\cdot)} = 1] - \Pr[A^{\rho} = 1]|,$

$\text{Adv}_{\text{prp}}^{E}(A) = |\Pr[A^{E(K_\cdot)} = 1] - \Pr[A^{\pi} = 1]|,$

where $E$ is an underlying block cipher of the MMO mode. For any adversary $A$ that makes $q$ queries to the oracle where $q < 2^{n/2}$, the PRP/PRF switching lemma yields

$\text{Adv}_{\text{prp}}^{E}(A) - \frac{q(q - 1)}{2^{n+1}} \leq \text{Adv}_{\text{prf}}^{E}(A) \leq \text{Adv}_{\text{prp}}^{E}(A) + \frac{q(q - 1)}{2^{n+1}}.$

Since the MMO mode $h$ is given by $h(K, M) = E(K, M) \oplus M$, there is an adversary $B$ that makes queries the same times as $A$ and has the same prf-advantage.

$\text{Adv}_{h}^{\text{prf}}(B) = \text{Adv}_{E}^{\text{prf}}(A)$

Hence, we have

$\text{Adv}_{\text{prp}}^{E}(A) - \frac{q(q - 1)}{2^{n+1}} \leq \text{Adv}_{h}^{\text{prf}}(B) \leq \text{Adv}_{\text{prp}}^{E}(A) + \frac{q(q - 1)}{2^{n+1}}.$

The above inequality roughly means that if $E$ is a secure block cipher, then $h$ is a pseudorandom function.

### 11.2 MDO Domain Extension with MMO Functions

#### 11.2.1 Collision Resistance

It is easy to see that Lesamnta is collision-resistant (CR) if its compression function and output function are CR, that is, it is difficult to compute a pair of distinct $(S, X)$ and $(S', X')$ such that

$E_S(X) \oplus X = E_{S'}(X') \oplus X'$

for the underlying block ciphers $E$ and $L$. Unfortunately, the pseudorandomness of a block cipher cannot imply the property. It is easy to find a counterexample. However, it is still reasonable to assume that well-designed block ciphers have this property.

The CR of Lesamnta can also be proved in the ideal cipher model using the technique by Black et al. in [7].
11.2.2 HMAC

Lesamnta supports HMAC specified in FIPS 198:

$$\text{HMAC}(K, M) = H((K \oplus \text{opad})||H((K \oplus \text{ipad})||M)),$$

where $H$ represents Lesamnta and $K$ is a secret key. A diagram of HMAC using Lesamnta is given in Figure 36.

![Diagram of HMAC using Lesamnta](image)

**Figure 36:** Diagram of HMAC using Lesamnta. $E$ and $L$ are underlying $(n,n)$ block ciphers. $K_{ip} = K \oplus \text{ipad}$ and $K_{op} = K \oplus \text{opad}$. For a massage input $M$, pad($K_{ip}||M) = K_{ip}M^{(1)} \cdots M^{(N)}$, where pad is the padding function. bin($|K_{op}V|)$ represents the ($n - 1$)-bit binary representation of the length of $K_{op}||V$.

The security of HMAC using Lesamnta is reduced to the security of the underlying block ciphers. HMAC using Lesamnta resists any distinguishing attack that requires much fewer than $2^{n/2}$ queries if the underlying block ciphers are independent pseudorandom permutations and the following function is a pseudorandom bit generator:

$$\mu_E(K) = (E_{IV}(K_{op}) \oplus K_{op})||(E_{IV}(K_{ip}) \oplus K_{ip})$$

where $K_{op} = K \oplus \text{opad}$ and $K_{ip} = K \oplus \text{ipad}$. More precise statements and proofs are given in Annex A.

11.2.3 Indifferentiability from the Random Oracle

Many cryptographic protocols are proved to be secure on the assumption that the underlying hash functions are random oracles. Thus, it is important to support this kind of results by validating the ideal assumption in such a way as in [9].

Lesamnta is shown to resist any attack to differentiate it from the random oracle with much fewer than $2^{n/2}$ queries in the ideal cipher model. More precise statements are given in Annex B.
12 Preliminary Analysis

In our preliminary analysis, we analyzed resistance of Lesamnta against various kinds of known attacks such as attacks collision-finding, first-preimage-finding, second-preimage-finding, length-extension attack, multicollision attack. The best results on attacks on Lesamnta-256 are a collision finding attack on 16 rounds with a complexity $2^{97}$, a first preimage finding attack on 16 rounds with a complexity $2^{193}$, and a second preimage finding attack on 16 rounds with a complexity $2^{193}$. These attacks are easily repeated in the case of Lesamnta-512. The best results on attacks on Lesamnta-512 are a collision finding attack on 16 rounds with a complexity $2^{193}$, a first preimage finding attack on 16 rounds with a complexity $2^{385}$, and a second preimage finding attack on 16 rounds with a complexity $2^{385}$.

In this section, we view the 256-bit internal state in Lesamnta-256 as four 64 bit words, instead of eight 32-bit words, in order to make the analysis easier. Similarly, we view the 512-bit internal state in Lesamnta-512 as four 128 bit words, instead of eight 64-bit words. We denote $F_{256}$ and $F_{512}$ by $F$. Furthermore, we decompose $F$ as $F = \tilde{F} \circ \text{AddRoundKey}$. Note that $\tilde{F}$ is a permutation.

Figure 37 and 38 illustrate another representation of $F_M$ and $\tilde{F}$ permutation, respectively.

12.1 Length-Extension Attack

As an actual method for making the length-extension attack impossible, Lesamnta uses the output function different from the compression function. Furthermore, Lesamnta is proved to be indifferentiable from the random oracle in the ideal cipher model. Security against the length-extension attack is a necessary condition to be indifferentiable from the random oracle.
12.2 Multicollision Attack

Joux’s multicollision attack [17] can be applied to Lesamnta. It is easy to see that the complexity to find $2^t$ collisions of Lesamnta is $O(t^{2n/2})$ if the birthday attack is used to find collisions of its compression function or output function.

12.3 Kelsey-Schneier Attack for Second-Preimage-Finding

The Kelsey-Schneier second-preimage attack [18] can be applied to Lesamnta. Against the attack, it has second-preimage resistance of approximately $n - k$ bits for any message shorter than $2^k$ bits.

12.4 Randomized Hashing Mode

The randomized hashing mode in NIST SP 800-106 [12] can be applied to Lesamnta. However, the more general mode called RMX [14] is suitable for iterated hash functions. The following function $\text{rmx}$ specifies a version of RMX optimized for Lesamnta: It maximizes the number of random bits applied to the padded message. $\text{rmx}$ takes two inputs: a message $M$ and a random salt $r$. For simplicity, the length of $r$ is assumed to be $n$, the output length of Lesamnta.

1. Let $t$ be the minimum non-negative integer such that $|M| + t + 16 \equiv 0 \pmod{n}$.
2. $\tilde{M} = M || 0^t || (16\text{-bit binary representation of } t)$
3. $R = r || r || \cdots || r$
4. $\text{rmx}(M, r) \overset{\text{def}}{=} r || (\tilde{M} \oplus R)$

The Kelsey-Schneier second-preimage attack can be applied to Lesamnta with $\text{rmx}$. Thus, it provides approximately $n - k$ bits of security against the following attack:

The attacker chooses a message $M$ with $2^k$ bits. Then, given random $r$, the attacker attempts to find a second message $M'$ and a randomization value $r'$ that yield the same randomized hash value.

12.5 Attacks for Collision-Finding, First (Second)-Preimage-Finding

In this section, we present a collision and second preimage attack for 16 rounds of Lesamnta-256. The analysis can easily be repeated for the case of 16 rounds of Lesamnta-512. This attack is based on our preliminary analysis and the analysis of a previous version of Lesamnta by Florian Mendel.

First, we show how to construct collisions for the compression function. Let $H = H_0 || H_1 || H_2 || H_3$ denote the output of the compression function. Now assume that we can find $2^{96}$ message blocks $m^*$, such that all message blocks produce the same value $H_3$. Then we know that due to the birthday paradox two of these message blocks also lead to the same values $H_0, H_1$, and $H_2$. In other words, we have constructed a collision for the compression function. Based on this short description, we
will show now how to construct message blocks $m^*$, which all produce the same value $H_3$. We get the following characteristic:

Table 15: Characteristic for the collision attack

<table>
<thead>
<tr>
<th>Round</th>
<th>Inputs (64-bit words)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\Delta_0$</td>
</tr>
<tr>
<td>0</td>
<td>$\Delta_3$</td>
</tr>
<tr>
<td>1</td>
<td>$-$</td>
</tr>
<tr>
<td>2</td>
<td>$-$</td>
</tr>
<tr>
<td>3</td>
<td>$-$</td>
</tr>
<tr>
<td>4</td>
<td>$\Delta_3$</td>
</tr>
<tr>
<td>5</td>
<td>$-$</td>
</tr>
<tr>
<td>6</td>
<td>$-$</td>
</tr>
<tr>
<td>7</td>
<td>$?$</td>
</tr>
<tr>
<td>8</td>
<td>$\Delta_3$</td>
</tr>
<tr>
<td>9</td>
<td>$-$</td>
</tr>
<tr>
<td>10</td>
<td>$?$</td>
</tr>
<tr>
<td>11</td>
<td>$?$</td>
</tr>
<tr>
<td>12</td>
<td>$\Delta_3$</td>
</tr>
<tr>
<td>13</td>
<td>$?$</td>
</tr>
<tr>
<td>14</td>
<td>$?$</td>
</tr>
<tr>
<td>15</td>
<td>$?$</td>
</tr>
</tbody>
</table>

where the symbol $?$ denotes an arbitrary difference, and $\Delta$ denotes a message block difference. The differences have to be selected such that they can be transformed by $\tilde{F}^{-1}$ in the following way:

$$
\begin{align*}
\delta & \rightarrow \Delta_2 \\
\Delta_2 & \rightarrow \Delta_1 \\
\Delta_1 & \rightarrow \Delta_0 \\
\Delta_0 & \rightarrow \Delta_3.
\end{align*}
$$

It is easy to see that this characteristic for 16 rounds can be used to fix 64 bits of the output of the compression function. It can be summarized as follows.

1. Choose a random message block $m = M_0 || M_1 || M_2 || M_3$ and compute $H = H_0 || H_1 || H_2 || H_3$ and check if $H_3 = d$ for a predefined value $d$.

2. If $H_3 \neq d$ then adjust $\delta = H_3 \oplus d$ accordingly and compute

$$
\begin{align*}
\Delta_2 & = M_2 \oplus (\tilde{F}^{-1}(\tilde{F}(M_2 \oplus K^{(0)}) \oplus \delta) \oplus K^{(0)}), \\
\Delta_1 & = M_1 \oplus (\tilde{F}^{-1}(\tilde{F}(M_1 \oplus K^{(1)}) \oplus \Delta_2) \oplus K^{(1)}), \\
\Delta_0 & = M_0 \oplus (\tilde{F}^{-1}(\tilde{F}(M_0 \oplus K^{(2)}) \oplus \Delta_1) \oplus K^{(2)}), \\
\Delta_3 & = (M_3 \oplus \delta) \oplus (\tilde{F}^{-1}(\tilde{F}(M_3 \oplus K^{(3)}) \oplus \delta) \oplus \Delta_0) \oplus K^{(3)},
\end{align*}
$$

where $K^{(r)}$'s are round keys.
3. Now we have to construct \( m^* \) by adjusting \( m \) such that \( H_3 = d \) as follows: 
\[
m^* = M_0 \oplus \Delta_0 || M_1 \oplus \Delta_1 || M_2 \oplus \Delta_2 || M_3 \oplus (\Delta_3 \oplus \delta)
\]
Hence, we can find a message block \( m^* \) such that \( H_3 = d \) for an arbitrary value of \( d \) with a complexity of about 2 compression function evaluations. Therefore, we can find a collision for the compression function (and the hash function) with a complexity of about \( 2^{97} \) compression function evaluations.

In a similar way as we can construct a collision for the compression function, we can construct a preimage for the compression function. In the attack, we have to find a message \( m^* \), such that \( h(K, m^*) = H \) for the given value of \( H \) and \( K \). Since we can find a message block \( m^* \), where \( H_3 \) is correct (note that the value of \( d \) can be chosen freely) with a complexity of about 2 compression function evaluations, we can construct a preimage for the compression function with a complexity of \( 2^{193} \). By repeating the attack \( 2^{192} \) times we will find a message block \( m^* \) such that \( H_0, H_1, \) and \( H_2 \) are correct.

Due to the final output transformation of the hash function we can not extend the attack to a preimage attack on the hash function. However we can use it to construct second preimages for the hash function with a complexity of about \( 2^{193} \) compression function evaluations.

### 12.5.1 Collision Attacks Using the Message Modification

Wang et al. showed methods for finding collisions for widely used hash functions including MD5 and SHA-1. Their approach is based on the differential cryptanalysis and the message modification technique. As for Lesamnta-256, the maximum differential characteristic probability for 12 rounds is less than \( 2^{-256} \) and the message block space is a 256-bit space. Their methods for finding collisions require a differential characteristic with a large probability and a large degree of freedom in the message block space. Considering the limited size of the message block space and very small maximum differential characteristic probability, it is very unlikely to apply their collision finding methods to Lesamnta-256. The analysis can easily be repeated for the case of Lesamnta-512.

### 12.6 Attacks for Non-Randomness-Finding

Despite the fact that the most threatening attacks on hash functions at this moment are differential attacks, we evaluate the security of Lesamnta with respect to various kinds of widely known attacks on block ciphers. These include not only differential attacks, but also linear attacks, interpolation attacks, and Square attacks.

The methods used to evaluate the compression function’s resistance against these attacks are described below. In general, our analysis indicates that Lesamnta has large security margins against all of these attacks.

The motivation to analyze the Lesamnta compression function with respect to attacks which do not immediately apply to hash functions is that we want to ensure its security against future attacks which might borrow techniques from the field of block cipher cryptanalysis. Another motivation is that a number of block-cipher-based constructions, including the MMO mode, can be proved to be
collision resistant if the underlying block cipher behaves as an ideal cipher (see [30, 7]). An ideal cipher has the true-randomness property.

The best way to ensure this randomness is to apply block cipher analysis techniques to the core function $E$, and to see if this reveals any weakness or non-random behavior. So far, we have not found any weakness in the full block cipher.

12.6.1 Differential and Linear Attacks

Considering the fact that the most successful attacks on hash functions are of differential nature, and that differential [5] and linear cryptanalysis [22] are two of the most powerful tools in block cipher cryptanalysis, we examined resistance of $E$ and $L$ against differential and linear attacks.

In order to estimate the strength of $E$ with respect to differential and linear attacks, we compute upper bounds on the probabilities of differential and linear characteristics. As is commonly done in block cipher cryptanalysis, we will make abstraction of the exact differences or masks used in these characteristics, and just consider patterns of active S-boxes. Hereafter, we only explain our method of evaluating the security against differential cryptanalysis as we can apply a similar method regarding linear cryptanalysis because of its duality to differential cryptanalysis [8].

By applying the wide trail strategy, we can prove that the upper bounds on the probabilities of differential characteristics $F_{256}$ and $F_{512}$ are $2^{-54}$ and $2^{-150}$ respectively. On the other hand, it is easy to prove that four consecutive rounds has at least one active F function. As a result, it is provable that four consecutive rounds has at least one active $F$ function. As a result, it is very unlikely to apply differential/linear attacks to the full Lesamnta.

12.6.2 Interpolation Attack

In the interpolation attack [16], an attacker constructs a polynomial using cipher input/output pairs and then he aims to determine key-dependent coefficients a polynomial expression of a cipher. If the number of terms in the polynomial expression is reasonably small, the interpolation attack can be mounted.

Lesamnta-256 uses the AES S-box which can be expressed as a polynomial of degree 254 over GF(2$^8$). Lesamnta uses a fixed characteristic polynomial to represent an element over GF(2$^8$). Our analysis only considers polynomial expressions based on this characteristic polynomial.

A few rounds of Lesamnta-256 can be expressed as a polynomial with 32 variables over GF(2$^8$). We have confirmed that after the 10th round, an input to the $F$ function depends on all the 32 variables. Then, due to high degree of the S-box, we expect that the number of coefficients reaches the maximum some rounds after the 10th round. This analysis is easily repeated in the case of Lesamnta-512. Thus we believe that the full 32 rounds Lesamnta is secure against interpolation attacks.
12.6.3 Square Attack

We analyze the resistance of Lesamnta against the Square attack [10]. (This attack is sometimes referred to as the Saturation attack.) It is a chosen-plaintext attack with security requirements in the case of block ciphers. An important characteristic of this attack is that it does not depend on the specific structure of the function $\tilde{F}$. The only requirement for this analysis to be valid, is that $\tilde{F}$ is an invertible transformation. This attack is based on our preliminary analysis and analysis of a previous version of Lesamnta by Vincent Rijmen. We present the attack for the case of Lesamnta-256. The analysis can easily be repeated for the case of Lesamnta-512.

In Table 16 we present a characteristic over 19 rounds. Here we start with a set of $2^{192}$ blocks such that the first 64 bits are constant and the remaining 192 bits take all values. We denote this by using the symbols $b_1, b_2, b_3$. Here $a$ denotes that the input takes all possible values over the set, $-$ denotes that the input is constant, $s$ denotes that the sum of the values over the set equals $-$, and ‘?’ denotes that we cannot predict this input. Some explanation with this characteristic is as follows:

Round 1: Consider only the last two lines of the input. This Feistel construction is invertible hence we can write the symbols $b_1, b_2, b_3$ at the output. (Even if the values in the line marked by ‘$b_3$’ have changed.)

Round 4: At the output of round 4, we have the property that the 192 bits from the second, third and fourth lines take all possible values. Also the 192 bits from the first, second and third lines take all possible values. Note however that the values in the first and the fourth lines have no special relation among one another. This will cause a deterioration of property in round 8.

Round 16: The output $s$ is the sum of 3 balanced words.

Suppose now that we would be studying a block cipher. Then, an attacker can use this characteristic to attack a 20-round version of the block ciphers $E, L$ by guessing the last round key, partially decrypting the ciphertexts and checking whether the $s$ property would hold. This would eliminate false guesses for the last round key.

The attacker would first construct 4 sets of $2^{192}$ texts with the right structure for the characteristic. Then, for each guess of the roundkeys of the last round (64 bits), the attacker would partially decrypt and verify whether he obtains an $s$. For a wrong guess of the roundkeys, this will happen with probability $2^{-64}$. Hence after verifying against the 4 sets, all wrong guesses will have been eliminated. For most of the roundkeys, only one check needs to be done. The complexity of the attack can be roughly estimated as follows:

$4 \times (2^{64} \text{ roundkey guesses}) \times (2^{192} \text{ partial decryptions/guess}) \times (\text{ complexity of one partial decryption})$

Estimating the complexity of one partial decryption at $1/20 \approx 2^{-4.3}$ of a full decryption, we obtain for the total complexity the figure of $2^{253.7}$ full decryptions.
Table 16: Characteristic for the Square attack

<table>
<thead>
<tr>
<th>Round</th>
<th>Inputs</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-  ( b_1 )  ( b_2 )  ( b_3 )</td>
</tr>
<tr>
<td>1</td>
<td>( b_3 ) -  ( b_1 )  ( b_2 )</td>
</tr>
<tr>
<td>2</td>
<td>( b_2 )  ( b_3 ) -  ( b_1 )</td>
</tr>
<tr>
<td>3</td>
<td>( b_1 )  ( b_2 )  ( b_3 ) -</td>
</tr>
<tr>
<td>4</td>
<td>( b_3 )  ( b_1 )  ( b_2 )  ( b_3 )</td>
</tr>
<tr>
<td>5</td>
<td>( b_3 )  ( b_3 )  ( b_1 )  ( b_2 )</td>
</tr>
<tr>
<td>6</td>
<td>( b_2 )  ( b_3 )  ( b_3 )  ( b_1 )</td>
</tr>
<tr>
<td>7</td>
<td>( b_1 )  ( b_2 )  ( b_3 )  ( b_3 )</td>
</tr>
<tr>
<td>8</td>
<td>( s )  ( b_1 )  ( b_2 )  ( b_3 )</td>
</tr>
<tr>
<td>9</td>
<td>( b_3 )  ( s )  ( b_1 )  ( b_2 )</td>
</tr>
<tr>
<td>10</td>
<td>( b_2 )  ( b_3 )  ( s )  ( b_1 )</td>
</tr>
<tr>
<td>11</td>
<td>( ? )  ( b_2 )  ( b_3 )  ( s )</td>
</tr>
<tr>
<td>12</td>
<td>( s )  ( ? )  ( b_2 )  ( b_3 )</td>
</tr>
<tr>
<td>13</td>
<td>( b_3 )  ( s )  ( ? )  ( b_2 )</td>
</tr>
<tr>
<td>14</td>
<td>( ? )  ( b_3 )  ( s )  ( ? )</td>
</tr>
<tr>
<td>15</td>
<td>( ? )  ( ? )  ( b_3 )  ( s )</td>
</tr>
<tr>
<td>16</td>
<td>( s )  ( ? )  ( ? )  ( b_3 )</td>
</tr>
<tr>
<td>17</td>
<td>( ? )  ( s )  ( ? )  ( ? )</td>
</tr>
<tr>
<td>18</td>
<td>( ? )  ( ? )  ( s )  ( ? )</td>
</tr>
<tr>
<td>19</td>
<td>( ? )  ( ? )  ( ? )  ( s )</td>
</tr>
</tbody>
</table>

12.6.4 Attacks Using the Known-Key Distinguisher

Recently, a new method for attacking block ciphers has been proposed [31]. This attack is a distinguishing attack where the attacker knows the key. Therefore the distinguisher is called known-key distinguisher. We examined the resistance of Lesamnta-256 against this kind of attack. As a result, we can construct a known-key distinguisher for Lesamnta-256 reduced to 12 rounds. The distinguisher computes two plaintexts denoted by \( p \) and \( \tilde{p} \) which have a special property. Let the corresponding ciphertexts be denoted by \( c = (z_0, z_1, z_2, z_3) \) and \( \tilde{c} = (\tilde{z}_0, \tilde{z}_1, \tilde{z}_2, \tilde{z}_3) \), then the following equation will hold with probability 1.

\[
z_3 = \tilde{z}_3.
\]

Figure 39 shows the algorithm to compute the plaintexts \( p \) and \( \tilde{p} \) satisfying the equation.
Input:
The 12 subkeys $K^{(0)},...,K^{(11)}$, with $K^{(2)} \neq K^{(0)}$.

Algorithm:
1. Choose an arbitrary value for $x$.
2. Define the values $\gamma, \alpha$ as:
   $$\gamma = K^{(2)} \oplus K^{(0)}$$
   $$\alpha = \tilde{F}^{-1}(\tilde{F}(x) \oplus K^{(0)} \oplus K^{(8)}) \oplus x \oplus K^{(1)} \oplus K^{(5)}$$
3. Compute
   $$p = (y_0, y_1, y_2, y_3)$$
   $$\tilde{p} = (y_0, \tilde{F}^{-1}(y_2) \oplus K^{(3)}, \tilde{F}(y_1 \oplus K^{(3)}), y_3)$$

   where $y_0 = K^{(2)} \oplus \tilde{F}^{-1}(\alpha)$

   It follows that $y_3 \oplus z_3 = \tilde{F}(y_2 \oplus \tilde{F}(y_1 \oplus K^{(3)}) \oplus K^{(8)}) = \tilde{y}_3 \oplus \tilde{z}_3$.

   Consequently, $z_3 = \tilde{z}_3$.

Figure 39: Algorithm to compute the plaintexts $p$ and $\tilde{p}$ satisfying the equation.

13 Extensions

13.1 Additional PRF Modes

13.1.1 Keyed-via-IV Mode

A PRF is obtained from Lesamnta by replacing the fixed initial value with a secret key. A diagram of the function, Keyed-Lesamnta, is given in Figure 40.

The security of Keyed-Lesamnta is reduced to the security of the underlying block ciphers. It resists any distinguishing attack that requires much fewer than $2^{n/2}$ queries if the underlying block ciphers are independent pseudorandom permutations. More precise statements and proofs are given in Annex C.

![Diagram of Keyed-Lesamnta](image)

Figure 40: Diagram of Keyed-Lesamnta. $E$ and $L$ are underlying $(n,n)$ block ciphers. $\text{pad}$ is the padding algorithm. $K$ is a secret key. $M$ is a message input.
13.1.2 Key-Prefix Mode

The key-prefix mode is a method to construct a PRF with a given hash function. It simply feeds $K \parallel M$ to the hash function as an input, where $K$ is a secret key and $M$ is a message input. A diagram of the mode with Lesamnta is given in Figure 41. We call the function Key-Prefix-Lesamnta. This mode uses Lesamnta as a black box. In this sense, it is similar to HMAC. However, it is more efficient than HMAC.

Key-Prefix-Lesamnta resists any distinguishing attack that requires much fewer than $2^{n/2}$ queries if the underlying block ciphers are independent pseudorandom permutations and $E_{IV}(K)$ is pseudorandom. More precise statements and proofs are given in Annex C.

$$K \parallel M$$

![Diagram of Key-Prefix-Lesamnta](Figure 41.png)

Figure 41: Diagram of Key-Prefix-Lesamnta. $E$ and $L$ are underlying $(n, n)$ block ciphers. pad is the padding algorithm. $K$ is a secret key. $M$ is a message input.

13.2 Enhancement Against Second-preimage Attacks

To resist against the security of second-preimage attacks, we extend Lesamnta in such a way that round constants depend on not only the round index round but also the message-block index $i$. This extended version of Lesamnta is called Lesamnta-OOOe, for example, Lesamnta-256e. Since the compression function of this extended scheme depends on the message-block index $i$, this extended scheme is similar to HAIFA [4] and dithering hash [33] in this respect.

13.2.1 Lesamnta-224e and Lesamnta-256e

Let $C^{(i,\text{round})}$ be a 64-bit constant for the $round^{th}$ round in the $i^{th}$ message block. When the message block $M^{(i)}$ is processed, the Key Expansion routine KeyExpComp256(), described in Sec. 5.3.2.6 uses $C^{(i,\text{round})}$ instead of $C^{(\text{round})}$. Namely, KeyExpComp256() uses round constants $C^{(i,\text{round})}$ that depend on both the message-block index $i$ and the round index round, but do not depend on the message block itself. Notice that the other functions are unchanged. The constant $C^{(i,\text{round})}$ is given by

$$C^{(i,\text{round})} = C_0^{(i,\text{round})} \parallel C_1^{(i,\text{round})},$$

where $C_0^{(i,\text{round})}$ and $C_1^{(i,\text{round})}$ are 32-bit constants. The 32-bit constant $C_0^{(i,\text{round})}$ is generated by the linear feedback shift register of the following primitive polynomial [29]

$$c_0(x) = x^{32} + x^{30} + x^{26} + x^{25} + 1,$$
where the initial value is 76543210 in hexadecimal. The 32-bit constant \( C_{1}^{(i,\text{round})} \) is the concatenation of a zero bit and a 31-bit sequence that is generated by the linear feedback shift register of the following primitive polynomial

\[
c_1(x) = x^{31} + x^{28} + 1,
\]

where the initial value is 01234567 in hexadecimal. Notice that the most significant bit of \( C_{1}^{(i,\text{round})} \) is always zero. Figure 42 shows the pseudocode for computing \( C_{1}^{(i,\text{round})} \).

13.2.2 Lesamnta-384e and Lesamnta-512e

Let \( C_{1}^{(i,\text{round})} \) be a 128-bit constant for the \( \text{round}^h \) round in the \( i^{th} \) message block. When the message block \( M^{(i)} \) is processed, the Key Expansion routine \texttt{KeyExpComp512()} described in Sec. 5.5.2.6
uses $C^{(i, \text{round})}$ instead of $C^{(\text{round})}$. Notice that the other functions are unchanged. The constant $C^{(i, \text{round})}$ is given by

$$C^{(i, \text{round})} = C_0^{(i, \text{round})} || C_1^{(i, \text{round})},$$

where $C_0^{(i, \text{round})}$ and $C_1^{(i, \text{round})}$ are 64-bit constants. The 64-bit constant $C_0^{(i, \text{round})}$ is generated with the linear feedback shift register of the following primitive polynomial

$$c_0(x) = x^{64} + x^{63} + x^{61} + x^{60} + 1,$$

where the initial value is fedcba9876543210 in hexadecimal. The 64-bit constant $C_1^{(i, \text{round})}$ is the concatenation of a zero bit and a 63-bit sequence that is generated with the linear feedback shift register of the following primitive polynomial

$$c_1(x) = x^{63} + x^{62} + 1,$$

where the initial value is 0123456789abcdef in hexadecimal. Notice that the most significant bit of $C_1^{(i, \text{round})}$ is always zero. Figure 43 shows the pseudocode for computing $C^{(i, \text{round})}$.

```
ConstantGenerator512(word C[N-1][Nr_comp512][2])
begin
    word c0
    word c1

    c0 = fedcba9876543210 /* in hexadecimal */
    c1 = 0123456789abcdef /* in hexadecimal */
    for i = 1 to N-1
        for round = 0 to Nr_comp512 - 1
            word b0
            word b1
            /* >>: right shift, <<: left shift */
            b0 = c0 ⊕ (c0>>1) ⊕ (c0>>3) ⊕ (c0>>4)
            c0 = (c0 >> 1) ∨ (b0 << 63)
            /* ∧: bitwise AND, 0000000000000001 in hexadecimal */
            b1 = (c1 ⊕ (c1>>1)) ∧ 0000000000000001
            c1 = (c1 >> 1) ∨ (b1 << 62)
            C[i][round][0] = c0
            C[i][round][1] = c1
            $C^{(i, \text{round})}$ is given by $C[i][\text{round}][0]||C[i][\text{round}][1]$.
        end for
    end for
end
```

Figure 43: Pseudo code for computing 128-bit constants
Some round constants $C^{(i,\text{round})}$ in hexadecimal are given below.

\[
\begin{align*}
C^{(1,0)} &= \text{ff6e5d4c3b2a19080091a2b3c4d5e6f7}, \\
C^{(1,1)} &= \text{ffb72ea61d950c840048d159e26af37b}, \\
C^{(1,2)} &= \text{7f9b97530eca8642002468acf13579b}, \\
C^{(1,3)} &= \text{bfedcba98765432140123456789abcde}, \\
\cdots \\
C^{(1,30)} &= \text{89a3dcf7f9b97530d7e2b1802468acf}, \\
C^{(1,31)} &= \text{c4d1ee7b9daa9826bf158c01234567}, \\
C^{(2,0)} &= \text{6268f73dff6e5d4c135f8ac60091a2b3}, \\
C^{(2,1)} &= \text{b1347b9effb72ea609afc5630048d159}.
\end{align*}
\]

### 13.2.3 Selection of Polynomials

This extension uses a sequence produced by two primitive polynomials $c_0(x), c_1(x)$. We chose primitive polynomials consisting of as small terms as possible because such polynomials can be implemented efficiently on hardware. Since there is no primitive trinomial with degree 32 and 64, we chose primitive polynomials consisting of five terms. Since there are primitive trinomials with degree 31 and 63, we chose them.

In the case of Lesamnta-256e, polynomials $c_0(x), c_1(x)$ produce sequences with period $2^{32} - 1$ and $2^{31} - 1$, respectively. Since $\gcd(2^{32} - 1, 2^{31} - 1) = 1$ and Lesamnta-256e accepts a $(2^{64} - 1)$-bit message at most, $C^{(i,\text{round})} = C^{(i',\text{round}')} \text{ if and only if } i = i' \text{ and round = round'}$ where $1 \leq i, i' \leq N - 1$ and $0 \leq \text{round, round'} < N_{\text{r,comp256}}$. It follows that the block cipher $Enc\text{Comp}_{256}$ depends on the message-block index $i$. Similarly, the block cipher $Enc\text{Comp}_{512}$ of Lesamnta-512e depends on the message-block index $i$ because $\gcd(2^{64} - 1, 2^{63} - 1) = 1$ and Lesamnta-512e accepts a $(2^{128} - 1)$-bit message at most.

### 14 Advantages and Limitations

#### 14.1 Advantages

**Flexibility**

- The number of the rounds of the underlying block ciphers is a tunable parameter. It allows the selection of a range of possible security/performance tradeoffs.

- Lesamnta can be implemented securely and efficiently on a wide variety of platforms, including constrained environments, such as smart cards.
Simplicity

- We take a rather conservative and simple approach to design Lesamnta. It is a Merkle-Damgård iterated hash function of a compression function enveloped by an output function. Furthermore, both the compression function and the output function are MMO modes using distinct block ciphers.

- The underlying block ciphers do not base its security or part of it on obscure and not well understood interactions between arithmetic operations.

- The tight design of Lesamnta does not leave enough room to hide a trapdoor.

Hardware Design Scalability

- Lesamnta is suited to be implemented in dedicated hardware. Hardware architectures of Lesamnta can be designed to meet the high-speed processing demand because of its highly parallelizable structure.

- The type-1 general Feistel network used in Lesamnta allows to process three $F$ functions in parallel without additional delay. As for designing size-optimized architectures, Lesamnta has a nice feature that the $F$ function is parallel and it consists of four iterations of the same function. The gate count of the Lesamnta hardware can be reduced by using a shared function module.

14.2 Limitations

- The design of the Lesamnta domain extension is performance-oriented, and it makes only a small change to the Merkle-Damgård iteration. It does not increase the resistance against Joux’s multicollision attack and the Kelsey-Schneier second-preimage attack in comparison with the SHA-2 family.

15 Applications of Hash Functions

Lesamnta has the same application program interface as the SHA-2 family. Therefore, Lesamnta supports all applications that are supported by the SHA-2 family such as:

- digital signatures (FIPS 186-2);
- key derivation (NIST Special Publication 800-56A);
- hash-based message authentication codes (FIPS 198); and
- deterministic random bit generators (SP 800-90).

The proof-based and attack-based security analyses show that the security provided by Lesamnta against known attacks is not less than that provided by the SHA-2 family.
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18 List of Annexes

A HMAC Using Lesamnta Is a PRF

A.1 Definitions

Let $\text{Func}(D, R)$ be the set of all functions from $D$ to $R$, and $\text{Perm}(D)$ be the set of all permutations on $D$. Let $s \leftarrow S$ represent that an element $s$ is selected from the set $S$ under the uniform distribution.

**Pseudorandom Bit Generator** Let $\mu$ be a function such that $\mu : \{0,1\}^n \rightarrow \{0,1\}^l$, where $n < l$. Let $A$ be a probabilistic algorithm which outputs 0 or 1 for a given input in $\{0,1\}^l$. The prbg-advantage of $A$ against $\mu$ is defined as follows:

$$\text{Adv}_{\mu}^{\text{prb}}(A) = \left| \text{Pr}[A(\mu(k)) = 1 \mid k \leftarrow \{0,1\}^n] - \text{Pr}[A(s) = 1 \mid s \leftarrow \{0,1\}^l] \right|,$$

where the probabilities are taken over the coin tosses by $A$ and the uniform distributions on $\{0,1\}^n$ and $\{0,1\}^l$. $\mu$ is called a pseudorandom bit generator (PRBG) if $\text{Adv}_{\mu}^{\text{prb}}(A)$ is negligible for any efficient $A$.

**Pseudorandom Function** Let $f : K \times D \rightarrow R$ be a keyed function or a function family. $f(k, \cdot)$ is often denoted by $f_k(\cdot)$. Let $A$ be a probabilistic algorithm which has oracle access to a function from $D$ to $R$. $A$ first asks elements in $D$ and obtains the corresponding elements in $R$ with respect to the function, and then outputs 0 or 1. The prf-advantage of $A$ against $f$ is defined as follows:

$$\text{Adv}_{f}^{\text{prf}}(A) = \left| \text{Pr}[A_{f_k} = 1 \mid k \leftarrow K] - \text{Pr}[A^{\rho} = 1 \mid \rho \leftarrow \text{Func}(D, R)] \right|,$$

where the probabilities are taken over the coin tosses by $A$ and the uniform distributions on $K$ and $\text{Func}(D, R)$. $f$ is called a pseudorandom function (PRF) if $\text{Adv}_{f}^{\text{prf}}(A)$ is negligible for any efficient $A$.

Let $p : K \times D \rightarrow D$ be a keyed permutation or a permutation family. The prp-advantage of $A$ against $p$ is defined similarly:

$$\text{Adv}_{p}^{\text{prp}}(A) = \left| \text{Pr}[A_{p_k} = 1 \mid k \leftarrow K] - \text{Pr}[A^{\rho} = 1 \mid \rho \leftarrow \text{Perm}(D)] \right|.$$

$p$ is called a pseudorandom permutation (PRP) if $\text{Adv}_{p}^{\text{prp}}(A)$ is negligible for any efficient $A$.

**Pseudorandom Function Pair** Let $A$ be a probabilistic algorithm which has oracle access to a pair of functions from $D$ to $R$. The prf-pair-advantage (prfp-advantage) of $A$ against a pair of functions $(f,g)$ is given by

$$\text{Adv}_{f,g}^{\text{prfp}}(A) = \left| \text{Pr}[A_{f,g} = 1 \mid k \leftarrow K] - \text{Pr}[A^{\rho,\rho'} = 1 \mid \rho, \rho' \leftarrow \text{Func}(D, R)] \right|,$$
where the probabilities are taken over the coin tosses by $A$ and the uniform distributions on $K$ and $\text{Func}(D,R)$. $(f,g)$ is called a PRF pair if $\text{Adv}_{f,g}^\text{prf}(A)$ is negligible for any efficient $A$.

For a pair of permutations, the prpp-advantage of an adversary and a PRP pair can also be defined similarly.

**Computationally Almost Universal Function Family**

Computationally almost universal function families are formalized by Bellare in [1]. Let $f: K \times D \rightarrow R$ be a function family. Let $A$ be a probabilistic algorithm which takes no inputs and produces a pair of elements in $D$. The au-advantage of $A$ against $f$ is defined as follows:

$$\text{Adv}_f^\text{au}(A) = \Pr[f_k(M_1) = f_k(M_2) \land M_1 \neq M_2 | (M_1, M_2) \leftarrow A \land k \leftarrow K],$$

where the probabilities are taken over the coin tosses by $A$ and the uniform distribution on $K$. $f$ is called a computationally almost universal function family if $\text{Adv}_f^\text{au}(A)$ is negligible for any efficient $A$.

### A.2 Analysis

In the analysis of this section, for HMAC using Lesamnta, it is assumed that the length of an input $M$ is a multiple of $n$ and that the padding is not applied to $K \parallel M$. We call this slightly generalized function HMAC[$E, L, IV$]. The proof technique given by Bellare in [1] is used in the analysis.

First, the compression function construction is considered. The following lemma says that the MMO compression function is a PRF up to the birthday bound when keyed via the chaining variable if the underlying block cipher is a PRP under the chosen plaintext attack. The proof is easy and omitted.

**Lemma 1** Let $E$ be an $(n,n)$ block cipher and $h$ be a function such that $h_k(x) = E_k(x) \oplus x$. Let $A_h$ be a prf-adversary against $h$ which runs in time at most $t$ and asks at most $q$ queries. Then, there exists a prp-adversary $A_E$ against $E$ such that

$$\text{Adv}_h^\text{prf}(A_h) \leq \text{Adv}_E^\text{prp}(A_E) + \frac{q(q-1)}{2^n+1},$$

where $A_E$ runs in time at most $t + O(q)$ and asks at most $q$ queries.

The following lemma says that the pair of the MMO compression function and the MMO output function is a PRF pair up to the birthday bound if the pair of the underlying block ciphers is a PRP pair under the chosen plaintext attack. The proof is easy and omitted.

**Lemma 2** Let $E$ and $L$ be $(n,n)$ block ciphers. Let $h$ and $g$ be functions such that $h_k(x) = E_k(x) \oplus x$ and $g_k(x) = L_k(x) \oplus x$, respectively. Let $A_{h,g}$ be a prfp-adversary against $(h,g)$ which runs in time at most $t$ and asks at most $q$ queries. Then, there exists a prpp-adversary $A_{E,L}$ against $(E,L)$ such that

$$\text{Adv}_{h,g}^\text{prfp}(A_{h,g}) \leq \text{Adv}_{E,L}^\text{prpp}(A_{E,L}) + \frac{q(q-1)}{2^n+1},$$
where \(A_{E,L}\) runs in time at most \(t + O(q)\) and asks at most \(q\) queries.

Let \(B = \{0, 1\}^n\) and \(B^+ = \bigcup_{i=1}^{|B|} B^i\). For the compression function \(h\) and the output function \(g\), let \(gh^* : B \times B^+ \rightarrow B\) be a function family such that \(gh^*(K, M)\) is defined for \(K \in B\) and \(M \in B^+\) as follows: Let \(M = M^{(1)} \cdots M^{(N)}\) and \(M^{(i)} \in \{0, 1\}^n\) for \(1 \leq i \leq N\). Then,

1. \(a(0) = K\),
2. if \(N \geq 2\), then \(a(i) = h(a(i-1), M^{(i)})\) for \(1 \leq i \leq N - 1\),
3. \(gh^*(K, M) = g(a(N-1), M^{(N)})\).

The following lemma is on the inner hashing. It says that, if \((h, g)\) is a PRF pair, then \(gh^*\) is computationally almost universal. The proof is given in A.2.1.

**Lemma 3** Let \(h : \{0, 1\}^k \times B \rightarrow \{0, 1\}^k\) and \(g : \{0, 1\}^k \times B \rightarrow \{0, 1\}^k\) be function families, and let \(A_{gh}\) be an au-adversary against \(gh^*\). Suppose that \(A_{gh}\) outputs two messages with at most \(\ell_1\) and \(\ell_2\) blocks, respectively. Then, there exists a prfp-adversary \(A_{h,g}\) against \((h, g)\) such that

\[
\text{Adv}_{gh}(A_{gh}) \leq (\ell_1 + \ell_2 - 1) \text{Adv}_{h,g}^{prf}(A_{h,g}) + \frac{1}{2^x},
\]

where \(A_{h,g}\) runs in time at most \(O((\ell_1 + \ell_2)T_h + T_g)\) and makes at most 2 queries. \(T_h\) and \(T_g\) represent the time required to compute \(h\) and \(g\), respectively.

Lemma 3 requires a PRF pair \((h, g)\). However, it does not seem severe since adversaries are allowed to make only at most 2 queries to the oracles.

The following lemma is on the outer hashing. It says that, if the compression function and the output function are PRFs, then the outer-hashing function is also a PRF. The proof is easy and omitted.

**Lemma 4** Let \(h : \{0, 1\}^k \times B \rightarrow \{0, 1\}^k\) and \(g : \{0, 1\}^k \times B \rightarrow \{0, 1\}^k\) be function families. Let \(gh : \{0, 1\}^k \times B \rightarrow \{0, 1\}^k\) be a function family defined by

\[
gh(K, X) = g(h(K, X), 1||bin(\kappa + n))
\]

where \(K \in \{0, 1\}^\kappa\), \(X \in B\) and \(bin(\kappa + n)\) is the \((n - 1)\)-bit binary representation of \(\kappa + n\). Let \(A_{gh}\) be a prf-adversary against \(gh\) that runs in time at most \(t\) and makes at most \(q\) queries. Then, there exist prf-adversaries \(A_h\) and \(A_g\) against \(h\) and \(g\), respectively, such that

\[
\text{Adv}_{gh}^{prf}(A_{gh}) \leq \text{Adv}_h^{prf}(A_h) + q \text{Adv}_g^{prf}(A_g),
\]

where \(A_h\) runs in time at most \(t + O(qT_g)\) and makes at most \(q\) queries, and \(A_g\) runs in time \(t + O(q T_g)\) and makes at most 1 query.

The following lemma is Lemma 3.2 in [1]. It says that \(f(K_o, G(K_1, \cdot))\) is a PRF if \(f(K_o, \cdot)\) is a PRF and \(G(K_1, \cdot)\) is computationally almost universal, where \(K_o\) and \(K_1\) are secret keys chosen uniformly and independently of each other.
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**Lemma 5 (Lemma 3.2 in [1])** Let \( f : \{0, 1\}^t \times B \rightarrow \{0, 1\}^t \) and \( G : \{0, 1\}^k \times D \rightarrow B \) be function families. Let \( fG : \{0, 1\}^{t+k} \times D \rightarrow \{0, 1\}^t \) be defined by \( fG(K_0||K_1, M) = f(K_0, G(K_1, M)) \) for \( K_0 \in \{0, 1\}^t, K_1 \in \{0, 1\}^k \) and \( M \in D \). Let \( A_{fG} \) be a prf-adversary against \( fG \) that runs in time at most \( t \) and makes at most \( q (\geq 2) \) queries each of whose lengths is at most \( d \) bits. Then, there exist a prf-adversary \( A_f \) against \( f \) and an au-adversary \( A_G \) against \( G \) such that

\[
\text{Adv}_{fG}^{\text{prf}}(A_{fG}) \leq \text{Adv}_{f}^{\text{prf}}(A_f) + \frac{q(q - 1)}{2}\text{Adv}_{G}^{\text{au}}(A_G)
\]

where \( A_f \) runs in time at most \( t \) and makes at most \( q \) queries, and \( A_G \) runs in time \( O(T_G(d)) \) and the two messages it outputs have length at most \( d \). \( T_G(d) \) is the time to compute \( G \) on a \( d \)-bit input.

The following theorem is on the pseudorandomness of the NMAC-like function made from HMAC\([E, L, IV](K, \cdot)\) by replacing the first calls of the compression function in inner and outer hashing with two secret keys chosen uniformly and independently of each other. The theorem states that the security of the function as a PRF is reduced to the security of the underlying block ciphers as a PRP pair. It directly follows from Lemmas 1 through 5.

**Theorem 1** Let \( E \) and \( L \) be \((n, n)\) block ciphers. Let \( h : B \times B \rightarrow B \) and \( g : B \times B \rightarrow B \) be functions such that \( h_{\nu}(x) = E_{\nu}(x) \oplus x \) and \( g_{\nu}(x) = L_{\nu}(x) \oplus x \). Let \( ghgh^* : B^2 \times B^* \rightarrow B \) be defined by \( ghgh^*(K_0||K_1, M) = gh(K_0, gh(K_1, M)) \) for \( K_0, K_1 \in B \) and \( M \in B^* \). Let \( A_{ghgh^*} \) be a prf-adversary against \( ghgh^* \) that runs in time at most \( t \) and makes at most \( q (\geq 2) \) queries each of which has at most \( \ell \) blocks. Then, there exist prp-adversaries \( A_E \) and \( A_L \) against \( E \) and \( L \), and a prpp-adversary \( A_{E, L} \) against \((E, L)\) such that

\[
\text{Adv}_{ghgh^*}^{\text{prf}}(A_{ghgh^*}) \leq \text{Adv}_{E}^{\text{prp}}(A_E) + q \text{Adv}_{E}^{\text{pp}}(A_L) + \ell q^2 \text{Adv}_{E, L}^{\text{prpp}}(A_{E, L}) + \frac{(\ell + 1)q^2}{2^n},
\]

where \( A_E \) runs in time at most \( t + O(q T_L) \) and makes at most \( q \) queries, \( A_L \) runs in time at most \( t + O(q T_L) \) and makes at most \( 1 \) query, and \( A_{E, L} \) runs in time \( O(\ell T_E + T_L) \) and makes at most \( 2 \) queries.

The following lemma says that, even if the secret key of a PRF is replaced by the output of a PRBG, the resulting function remains a PRF. The proof is easy and omitted.

**Lemma 6** Let \( \mu : \{0, 1\}^k \rightarrow \{0, 1\}^\nu \) be a function and \( F : \{0, 1\}^\nu \times D \rightarrow B \) be a function family. Let \( F\mu : \{0, 1\}^k \times D \rightarrow B \) be a function family defined by \( F\mu(K, M) = F(\mu(K), M) \) for \( K \in \{0, 1\}^k \) and \( M \in D \). Let \( A_{F\mu} \) be a prf-adversary against \( F\mu \) that runs in time at most \( t \) and makes at most \( q \) queries of length at most \( d \) bits. Then, there exist a prbg-adversary \( A_\mu \) against \( \mu \) and a prf-adversary \( A_F \) against \( F \) such that

\[
\text{Adv}_{F\mu}^{\text{prf}}(A_{F\mu}) \leq \text{Adv}_{\mu}^{\text{prbg}}(A_\mu) + \text{Adv}_{F}^{\text{prf}}(A_F),
\]

where \( A_\mu \) runs in time at most \( t + O(q T_F(d)) \), and \( A_F \) runs in time \( t \) and makes at most \( q \) queries of length at most \( d \) bits.
Now, we can obtain the result on the pseudorandomness of \(\text{HMAC}[E, L, IV]\) simply by combining Theorem 1 and Lemma 6.

**Corollary 1** Let \(E\) be an \((n, n)\) block cipher. Let \(\mu_E : \mathcal{B} \to \mathcal{B}^2\) be a function such that \(\mu_E(K) = (E_{IV}(K_{\text{op}}) \oplus K_{\text{op}}) ||(E_{IV}(K_{\text{ip}}) \oplus K_{\text{ip}})\), where \(K_{\text{op}} = K \oplus \text{opad}\) and \(K_{\text{ip}} = K \oplus \text{ipad}\). Let \(A\) be a \(prf\)-adversary against \(\text{HMAC}[E, L, IV]\) that runs in time at most \(t\) and makes at most \(q\) (\(\geq 2\)) queries each of which has at most \(\ell\) blocks. Then, there exist \(prp\)-adversaries \(A_E\) and \(A_L\) against \(E\) and \(L\), a \(prp\)-adversary \(A_{E,L}\) against \((E, L)\) and a \(prbg\)-adversary \(A_{\mu_E}\) such that

\[
\text{Adv}_{\text{HMAC}[E, L, IV]}^{\text{prf}}(A) \leq \text{Adv}_{\mu_E}^{\text{prf}}(A_{\mu_E}) + \text{Adv}_E^{\text{prp}}(A_E) + q \text{Adv}_L^{\text{prp}}(A_L) + \ell q^2 \text{Adv}_{E,L}^{\text{prp}}(A_{E,L}) + \frac{(\ell + 1) q^2}{2^n},
\]

where \(A_{\mu_E}\) runs in time at most \(t + O(q \ell T_E)\), \(A_E\) runs in time at most \(t + O(q T_L)\) and makes at most \(q\) queries, \(A_L\) runs in time at most \(t + O(q T_L)\) and makes at most 1 query, and \(A_{E,L}\) runs in time \(O(\ell T_E + T_L)\) and makes at most 2 queries.

### A.2.1 Proof of Lemma 3

For \(M \in \mathcal{B}^*\), let \(|M|_n = |M|/n\). For \(M_1, M_2 \in \mathcal{B}^*\), let \(\text{LCP}(M_1, M_2) = [|M_*|/n]\), where \(M_*\) represents the longest common prefix of \(M_1\) and \(M_2\).

In the following, let \(M_1\) and \(M_2\) be distinct elements in \(\mathcal{B}^*\). Let \(m_1 = |M_1|_n\) and \(m_2 = |M_2|_n\).

Without loss of generality, we can assume that \(m_1 \leq m_2\). Let \(p = \min\{\text{LCP}(M_1, M_2), m_1 - 1\}\).

This proof uses the game \(G\) and the adversary \(A\) given in Figure 44.

**Claim 1** Suppose that \(1 \leq l \leq m_1 + m_2 - p - 1\). Then,

\[
\Pr[A^{(p', q)}(M_1, M_2, l) = 1 | \rho, \rho' \leftarrow \text{Func}(\mathcal{B}, \{0, 1\}^\ell)] = \Pr[G(M_1, M_2, l) = 1]
\]

\[
\Pr[A^{(p, q)}(M_1, M_2, l) = 1 | K \leftarrow \{0, 1\}^{\ell}] = \Pr[G(M_1, M_2, l - 1) = 1].
\]

**Proof.** It is first shown that \(A^{(p', q)}(M_1, M_2, l)\) is equivalent to \(G(M_1, M_2, l)\).

If \(l \leq p\) (\(\leq m_1 - 1\)), then, in \(A^{(p', q)}\), \(a_1[l] \leftarrow \rho(M_1[l])\) and \(a_2[l] \leftarrow a_1[l]\). \(a_1[l] \leftarrow \rho(M_1[l])\) is equivalent to \(a_1[l] \leftarrow \{0, 1\}^\ell\) since \(\rho\) is random.

If \(l = p + 1\), then \(p + 1 \leq m_1\) and

\[
a_1[p + 1] \leftarrow \rho(M_1[p + 1]) \quad \text{if } p + 1 \leq m_1 - 1
\]

\[
\rho'(M_1[p + 1]) \quad \text{if } p + 1 = m_1
\]

\[
a_2[p + 1] \leftarrow \rho(M_2[p + 1]) \quad \text{if } p + 1 \leq m_2 - 1
\]

\[
\rho'(M_2[p + 1]) \quad \text{if } p + 1 = m_2.
\]

If \(p + 1 \leq m_1 - 1\), then \(p + 1 \leq m_2 - 1\) and \(p = \text{LCP}(M_1, M_2)\). Thus, \(a_1[p + 1] \leftarrow \rho(M_1[p + 1])\), \(a_2[p + 1] \leftarrow \rho(M_2[p + 1])\), and \(M_1[p + 1] \neq M_2[p + 1]\). If \(p + 1 = m_1\) and \(p + 1 \leq m_2 - 1\), then \(a_1[p + 1] \leftarrow \rho'(M_1[p + 1])\) and \(a_2[p + 1] \leftarrow \rho(M_2[p + 1])\). If \(p + 1 = m_1\) and \(p + 1 = m_2\), then \(m_1 = m_2\) and \(p = \text{LCP}(M_1, M_2)\). Otherwise, \(\text{LCP}(M_1, M_2) = m_1 = m_2\), and \(M_1 = M_2\).
which causes a contradiction. Thus, $a_1[p + 1] \leftarrow \rho'(M_1[p + 1]), a_2[p + 1] \leftarrow \rho'(M_2[p + 1]),$ and $M_1[p + 1] \neq M_2[p + 1]$. In any case, $a_1[p + 1]$ and $a_2[p + 1]$ are selected from $\{0, 1\}^k$ uniformly and independently of each other.

If $p + 2 \leq l \leq m_1$, then $a_1[l] \leftarrow \rho(M_1[l])$ or $\rho'(M_1[l])$, and $a_2[p + 1] \leftarrow \{0, 1\}^k$. Thus, $a_1[l]$ and $a_2[p + 1]$ are selected from $\{0, 1\}^k$ uniformly and independently of each other.

If $l \geq m_1 + 1$, then $a_1[m_1] \leftarrow \{0, 1\}^k$, and $a_2[k] \leftarrow \rho(M_2[k])$ or $\rho'(M_2[k])$. Thus, $a_1[m_1]$ and $a_2[k]$ are selected from $\{0, 1\}^k$ uniformly and independently of each other.

It is concluded from these observations that the first equation of the claim holds.

It is shown below that the second equation holds. The proof uses the game transformations.

$G_1(M_1, M_2, l)$ given in Figure 45 is obtained simply by substituting $l - 1$ to $l$ of $G(M_1, M_2, l)$. Thus, $\Pr[G(M_1, M_2, l - 1) = 1] = \Pr[G_1(M_1, M_2, l) = 1].$

The equivalence between $G_1$ and $G_2$ given in Figure 45 is confirmed as follows. It is easy to see that the lines 506 through 509 are equivalent to the lines 608 and 609. For $p + 2 \leq l \leq m_1$, the lines 513 through 521 are equivalent to the lines 619 through 621. If $l = m_1 + 1$, then $k \leftarrow p + 1$ in $G_2$. Thus, the lines 519 through 524 are equivalent to the lines 622 through 624 for $m_1 + 1 \leq l \leq m_1 + m_2 - p - 1$. The other parts of $G_2$ are copied from $G_1$. Thus, $\Pr[G_1(M_1, M_2, l) = 1] = \Pr[G_2(M_1, M_2, l) = 1].$

The equivalence between $G_2$ and $G_3$ given in Figure 46 is shown below. In $G_3$, $K$ in the lines 702 and 724 is sampled from $\{0, 1\}^k$ under the uniform distribution at the line 699. Notice that $K$ is used either in 702 or in 724 exclusively. It is easy to see that the lines 610 through 612 are equivalent to the lines 710 through 715. The other parts of $G_3$ are copied from $G_2$. Thus, $\Pr[G_2(M_1, M_2, l) = 1] = \Pr[G_3(M_1, M_2, l) = 1].$

The equivalence between $G_3$ and $A^b_K$ given in Figure 46 is shown below. The lines 701 through 705 are equivalent to the lines 801 through 807. For $1 \leq l \leq p (\leq m_1 - 1)$, $a_2[l - 1] \leftarrow a_1[l - 1] = K$ at 712 in $G_3$, while $a_2[l] \leftarrow a_1[l] = h(K, M_1[l])$ at 812 in $A^b_K$. The evaluation of $a_2[l]$ is delayed until the line 729 in $G_3$. If $l = p + 1$, then the evaluation of $a_2[l]$ is delayed until the line 729 or 730 in $G_3$. Similarly, if $m_1 + 1 \leq l \leq m_1 + m_2 - p - 1$, then the evaluation of $a_2[l - m_1 + p + 1]$ is delayed until the line 729 or 730 in $G_3$. Thus, $\Pr[G_3(M_1, M_2, l) = 1] = \Pr[A^b_K(M_1, M_2, l) = 1, K \leftarrow \{0, 1\}^k].$

From these observations, it is concluded that the second equation of the claim holds. $\square$

Let $P_{gh'}(M_1, M_2) = \Pr[gh'(K, M_1) = gh'(K, M_2)|K \leftarrow \{0, 1\}^k].$

Claim 2 Let $m = m_1 + m_2 - p - 1$. Then,

$$\Pr[G(M_1, M_2, m) = 1] = \frac{1}{2^k},$$

$$\Pr[G(M_1, M_2, 0) = 1] = P^c_{gh'}(M_1, M_2).$$

Proof. If $G$ is run with the argument $(M_1, M_2, m)$, then $a_1[m_1]$ is chosen from $\{0, 1\}^k$ uniformly at random. Thus, $\Pr[G(M_1, M_2, m) = 1] = 1/2^k$. 
On the other hand, suppose that $G$ is run with the argument $(M_1, M_2, 0)$. Then, $a_1[m_1] = gh^*(a_1[0], M_1)$, $a_2[m_2] = gh^*(a_2[0], M_2)$, and $a_2[0] = a_1[0] \overset{S}{\leftarrow} [0, 1]^x$. Thus, $\Pr[G(M_1, M_2, 0) = 1] = P_{gh^*}^{col}(M_1, M_2)$. □

Let $A_1$ be a prfp-adversary against $(h, g)$ such that, for given $M_1, M_2$,

1. it first selects $l$ from $\{1, 2, \ldots, m_1 + m_2 - p - 1\}$ uniformly at random, and
2. invokes $A^{u,v}$ with $(M_1, M_2, l)$, and outputs $A^{u,v}(M_1, M_2, l)$.

**Claim 3** Let $m = m_1 + m_2 - p - 1$. Then,

$$
\text{Adv}_{h,g}^{\text{prfp}}(A_1) = \frac{1}{m} \left| P_{gh^*}^{col}(M_1, M_2) - \frac{1}{2^x} \right|
$$

**Proof.** From the definition,

$$
\text{Adv}_{h,g}^{\text{prfp}}(A_1) = \left| \Pr[A_1^{h_k,g_k} = 1 | K \overset{S}{\leftarrow} [0, 1]^x] - \Pr[A_1^{\rho,\rho'} = 1 | \rho, \rho' \overset{S}{\leftarrow} \text{Func}(\mathcal{B}, [0, 1]^x)] \right|
$$

On the other hand,

$$
\Pr[A_1^{h_k,g_k} = 1 | K \overset{S}{\leftarrow} [0, 1]^x] = \sum_{i=1}^{m} \Pr[l = i \land A_1^{h_k,g_k} = 1 | K \overset{S}{\leftarrow} [0, 1]^x] = \frac{1}{m} \sum_{i=1}^{m} \Pr[A_1^{h_k,g_k}(M_1, M_2, i) = 1 | K \overset{S}{\leftarrow} [0, 1]^x] = \frac{1}{m} \sum_{i=1}^{m} \Pr[G(M_1, M_2, i - 1) = 1] .
$$

Similarly,

$$
\Pr[A_1^{\rho,\rho'} = 1 | \rho, \rho' \overset{S}{\leftarrow} \text{Func}(\mathcal{B}, [0, 1]^x)] = \frac{1}{m} \sum_{i=1}^{m} \Pr[G(M_1, M_2, i) = 1] .
$$

Thus,

$$
\text{Adv}_{h,g}^{\text{prfp}}(A_1) = \left| \frac{1}{m} \Pr[G(M_1, M_2, 0) = 1] - \frac{1}{m} \Pr[G(M_1, M_2, m) = 1] \right| = \frac{1}{m} \left| P_{gh^*}^{col}(M_1, M_2) - \frac{1}{2^x} \right|. 
$$

Let $A_2$ be a prfp-adversary against $(h, g)$ such that

1. $M_1, M_2 \leftarrow A_{gh^*},$
2. invokes $A_1^{u,v}$ with $(M_1, M_2)$, and outputs $A_1^{u,v}(M_1, M_2)$.
Claim 4

\[ \text{Adv}^\text{au}_{gh^r}(A_{gh^r}) \leq (\ell_1 + \ell_2 - 1)\text{Adv}^\text{prf}_{h,g}(A_2) + \frac{1}{2^k}. \]

Proof. Notice that

\[ \text{Adv}^\text{au}_{gh^r}(A_{gh^r}) = \sum_{M_1,M_2} P^\text{col}_{gh^r}(M_1,M_2) P_{A_{gh^r}}(M_1,M_2), \]

where \( P_{A_{gh^r}}(M_1,M_2) \) is the probability that \( A_{gh^r} \) outputs \( M_1, M_2 \). From the previous claim,

\[ \text{Adv}^\text{au}_{gh^r}(A_{gh^r}) = \sum_{M_1,M_2} \left( (\ell_1 + \ell_2 - 1)\text{Adv}^\text{prf}_{h,g}(A_1) + \frac{1}{2^k} \right) P_{A_{gh^r}}(M_1,M_2) \]

\[ = (\ell_1 + \ell_2 - 1)\text{Adv}^\text{prf}_{h,g}(A_2) + \frac{1}{2^k}. \]

\[ \square \]

The time complexity of \( A_2 \) depends on that of \( A_{gh^r} \). Notice that there exist some \( \tilde{M}_1, \tilde{M}_2 \in \mathcal{B}^+ \) such that \( \text{Adv}^\text{prf}_{h,g}(A_2) \leq \text{Adv}^\text{prf}_{h,g}(A_1(\tilde{M}_1, \tilde{M}_2)) \). Let \( A_{h,g} \) be the prf-adversary that has \( \tilde{M}_1, \tilde{M}_2 \) as a part of its code and runs \( A^\text{au}(\tilde{M}_1, \tilde{M}_2) \). Then,

\[ \text{Adv}^\text{au}_{gh^r}(A_{gh^r}) \leq (\ell_1 + \ell_2 - 1)\text{Adv}^\text{prf}_{h,g}(A_{h,g}) + \frac{1}{2^k}. \]

\( A_{h,g} \) runs in time \( O((\ell_1 + \ell_2)T_h + T_g) \) and makes at most 2 queries.

B Indifferentiability from Random Oracle

B.1 Definitions

B.1.1 Indifferentiability

The notion of indifferentiability is introduced by Maurer et al. [23] as a generalized notion of indistinguishability. Then, it is tailored to security analysis of hash functions by Coron et al. [9].

Let \( C \) be an algorithm with oracle access to ideal primitives \( \mathcal{F}_1, \ldots, \mathcal{F}_d \). In the setting of this document, \( C \) is an algorithm to construct a hash function using \( \mathcal{F}_1, \ldots, \mathcal{F}_d \) with fixed input length (FIL). Let \( \mathcal{H} \) be the variable-input-length (VIL) random oracle and \( S_1, \ldots, S_d \) be simulators which have oracle access to \( \mathcal{H} \). \( S_1^\mathcal{H}, \ldots, S_d^\mathcal{H} \) try to behave like \( \mathcal{F}_1, \ldots, \mathcal{F}_d \) in order to convince an adversary that \( \mathcal{H} \) is \( C^{\mathcal{F}_1, \ldots, \mathcal{F}_d} \). Let \( A \) be an adversary with access to oracles. The indifferent-advantage of \( A \) against \( C \) with respect to \( S_1, \ldots, S_d \) is given by

\[ \text{Adv}^\text{indiff}_{C,S_1,\ldots,S_d}(A) = \left| \Pr[A^{C^{\mathcal{F}_1, \ldots, \mathcal{F}_d}, \mathcal{H}, S_1, \ldots, S_d} = 1] - \Pr[A^{\mathcal{H}, S_1^\mathcal{H}, \ldots, S_d^\mathcal{H}} = 1] \right|, \]

where the probabilities are taken over the coin tosses by \( A \), \( C \) and \( S_1, \ldots, S_d \) and the distributions of ideal primitives. \( C^{\mathcal{F}_1, \ldots, \mathcal{F}_d} \) is said to be indifferentiable from \( \mathcal{H} \) if there exist efficient simulators \( S_1^\mathcal{H}, \ldots, S_d^\mathcal{H} \) such that \( \text{Adv}^\text{indiff}_{C,S_1,\ldots,S_d}(A) \) is negligible for any efficient \( A \).
Figure 44: Pseudocodes for the game and the adversary.
\[
\begin{align*}
\text{Game } G_1(M_1, M_2, l): \\
&500: \ p \leftarrow \min\{\text{LCP}(M_1, M_2), m_1 - 1\} \\
&501: \ \textbf{if} \ 1 \leq l \leq m_1 \ \textbf{then} \\
&502: \ a_1[l - 1] \leftarrow \{0, 1\}^\kappa \\
&503: \ \textbf{for } i = l \ \text{to } m_1 - 1 \ \textbf{do} \\
&504: \ a_1[i] \leftarrow h(a_1[i - 1], M_1[i]) \\
&505: \ a_1[m_1] \leftarrow g(a_1[m_1 - 1], M_1[m_1]) \\
&506: \ \textbf{if } l = m_1 + 1 \ \textbf{then} \\
&507: \ a_1[m_1] \leftarrow \{0, 1\}^\kappa \\
&508: \ \textbf{if } m_1 + 2 \leq l \leq m_1 + m_2 - p - 1 \ \textbf{then} \\
&509: \ a_1[m_1] \leftarrow \{0, 1\}^\kappa \\
&510: \ \textbf{if } 1 \leq l \leq p + 1 \ \textbf{then} \\
&511: \ k \leftarrow l - 1 \\
&512: \ a_2[k] \leftarrow a_1[k] \\
&513: \ \textbf{if } l = p + 2 \ \textbf{then} \\
&514: \ k \leftarrow p + 1 \\
&515: \ a_2[k] \leftarrow \{0, 1\}^\kappa \\
&516: \ \textbf{if } p + 3 \leq l \leq m_1 + 1 \ \textbf{then} \\
&517: \ k \leftarrow p + 1 \\
&518: \ a_2[k] \leftarrow \{0, 1\}^\kappa \\
&519: \ \textbf{if } m_1 + 2 \leq l \leq m_1 + m_2 - p - 1 \ \textbf{then} \\
&520: \ k \leftarrow l - m_1 + p \\
&521: \ a_2[k] \leftarrow \{0, 1\}^\kappa \\
&522: \ \textbf{for } i = k + 1 \ \text{to } m_2 - 1 \ \textbf{do} \\
&523: \ a_2[i] \leftarrow h(a_2[i - 1], M_2[i]) \\
&524: \ a_2[m_2] \leftarrow g(a_2[m_2 - 1], M_2[m_2]) \\
&525: \ \textbf{if } a_1[m_1] = a_2[m_2] \ \textbf{then} \\
&526: \ \textbf{return } 1 \\
&527: \ \textbf{else} \\
&528: \ \textbf{return } 0
\end{align*}
\]

\[
\begin{align*}
\text{Game } G_2(M_1, M_2, l): \\
&600: \ p \leftarrow \min\{\text{LCP}(M_1, M_2), m_1 - 1\} \\
&601: \ \textbf{if} \ 1 \leq l \leq m_1 \ \textbf{then} \\
&602: \ a_1[l - 1] \leftarrow \{0, 1\}^\kappa \\
&603: \ \textbf{for } i = l \ \text{to } m_1 - 1 \ \textbf{do} \\
&604: \ a_1[i] \leftarrow h(a_1[i - 1], M_1[i]) \\
&605: \ a_1[m_1] \leftarrow g(a_1[m_1 - 1], M_1[m_1]) \\
&606: \ \textbf{if } m_1 + 1 \leq l \leq m_1 + m_2 - p - 1 \ \textbf{then} \\
&607: \ a_1[m_1] \leftarrow \{0, 1\}^\kappa \\
&608: \ \textbf{if } 1 \leq l \leq p + 1 \ \textbf{then} \\
&609: \ k \leftarrow l - 1 \\
&610: \ a_2[k] \leftarrow a_1[k] \\
&611: \ \textbf{if } p + 2 \leq l \leq m_1 \ \textbf{then} \\
&612: \ k \leftarrow p + 1 \\
&613: \ a_2[k] \leftarrow \{0, 1\}^\kappa \\
&614: \ \textbf{if } m_1 + 2 \leq l \leq m_1 + m_2 - p - 1 \ \textbf{then} \\
&615: \ a_2[k] \leftarrow \{0, 1\}^\kappa \\
&616: \ \textbf{for } i = k + 1 \ \text{to } m_2 - 1 \ \textbf{do} \\
&617: \ a_2[i] \leftarrow h(a_2[i - 1], M_2[i]) \\
&618: \ a_2[m_2] \leftarrow g(a_2[m_2 - 1], M_2[m_2]) \\
&619: \ \textbf{if } a_1[m_1] = a_2[m_2] \ \textbf{then} \\
&620: \ \textbf{return } 1 \\
&621: \ \textbf{else} \\
&622: \ \textbf{return } 0
\end{align*}
\]

Figure 45: Pseudocodes for the games $G_1$ and $G_2$. 
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Game $G_3(M_1, M_2, l)$:

<table>
<thead>
<tr>
<th>Line</th>
<th>Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>699</td>
<td>$K \leftarrow {0, 1}^s$</td>
</tr>
<tr>
<td>700</td>
<td>$p \leftarrow \min{\text{LCP}(M_1, M_2), m_1 - 1}$</td>
</tr>
<tr>
<td>701</td>
<td>if $1 \leq l \leq m_1$ then</td>
</tr>
<tr>
<td>702</td>
<td>$a_1[l-1] \leftarrow K$</td>
</tr>
<tr>
<td>703</td>
<td>for $i = l$ to $m_1 - 1$ do</td>
</tr>
<tr>
<td>704</td>
<td>$a_1[i] \leftarrow h(a_1[i-1], M_1[i])$</td>
</tr>
<tr>
<td>705</td>
<td>$a_1[m_1] \leftarrow g(a_1[m_1 - 1], M_1[m_1])$</td>
</tr>
<tr>
<td>706</td>
<td>if $m_1 + 1 \leq l \leq m_1 + m_2 - p - 1$ then</td>
</tr>
<tr>
<td>707</td>
<td>$a_1[m_1] \leftarrow {0, 1}^s$</td>
</tr>
<tr>
<td>710</td>
<td>if $1 \leq l \leq p$ then</td>
</tr>
<tr>
<td>711</td>
<td>$k \leftarrow l - 1$</td>
</tr>
<tr>
<td>712</td>
<td>$a_2[k] \leftarrow a_1[k]$</td>
</tr>
<tr>
<td>713</td>
<td>if $l = p + 1$ then</td>
</tr>
<tr>
<td>714</td>
<td>$k \leftarrow p$</td>
</tr>
<tr>
<td>715</td>
<td>$a_2[k] \leftarrow a_1[k]$</td>
</tr>
<tr>
<td>716</td>
<td></td>
</tr>
<tr>
<td>718</td>
<td></td>
</tr>
<tr>
<td>719</td>
<td>if $p + 2 \leq l \leq m_1$ then</td>
</tr>
<tr>
<td>720</td>
<td>$k \leftarrow p + 1$</td>
</tr>
<tr>
<td>721</td>
<td>$a_2[k] \leftarrow {0, 1}^s$</td>
</tr>
<tr>
<td>722</td>
<td>if $m_1 + 1 \leq l \leq m_1 + m_2 - p - 1$ then</td>
</tr>
<tr>
<td>723</td>
<td>$k \leftarrow l - m_1 + p$</td>
</tr>
<tr>
<td>724</td>
<td>$a_2[k] \leftarrow K$</td>
</tr>
<tr>
<td>725</td>
<td></td>
</tr>
<tr>
<td>727</td>
<td>for $i = k + 1$ to $m_2 - 1$ do</td>
</tr>
<tr>
<td>728</td>
<td>$a_2[i] \leftarrow h(a_2[i-1], M_2[i])$</td>
</tr>
<tr>
<td>730</td>
<td>$a_2[m_2] \leftarrow g(a_2[m_2 - 1], M_2[m_2])$</td>
</tr>
<tr>
<td>731</td>
<td>if $a_1[m_1] = a_2[m_2]$ then</td>
</tr>
<tr>
<td>732</td>
<td>return 1</td>
</tr>
<tr>
<td>733</td>
<td>else</td>
</tr>
<tr>
<td>734</td>
<td>return 0</td>
</tr>
</tbody>
</table>

Adversary $A^{b_k.s_k}(M_1, M_2, l)$:

<table>
<thead>
<tr>
<th>Line</th>
<th>Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>800</td>
<td>$p \leftarrow \min{\text{LCP}(M_1, M_2), m_1 - 1}$</td>
</tr>
<tr>
<td>801</td>
<td>if $1 \leq l \leq m_1 - 1$ then</td>
</tr>
<tr>
<td>802</td>
<td>$a_1[l] \leftarrow h(K, M_1[l])$</td>
</tr>
<tr>
<td>803</td>
<td>for $i = l + 1$ to $m_1 - 1$ do</td>
</tr>
<tr>
<td>804</td>
<td>$a_1[i] \leftarrow h(a_1[i-1], M_1[i])$</td>
</tr>
<tr>
<td>805</td>
<td>$a_1[m_1] \leftarrow g(a_1[m_1 - 1], M_1[m_1])$</td>
</tr>
<tr>
<td>806</td>
<td>if $l = m_1$ then</td>
</tr>
<tr>
<td>807</td>
<td>$a_1[l] \leftarrow g(K, M_1[l])$</td>
</tr>
<tr>
<td>808</td>
<td>if $m_1 + 1 \leq l \leq m_1 + m_2 - p - 1$ then</td>
</tr>
<tr>
<td>809</td>
<td>$a_1[m_1] \leftarrow {0, 1}^s$</td>
</tr>
<tr>
<td>810</td>
<td>if $1 \leq l \leq p$ then</td>
</tr>
<tr>
<td>811</td>
<td>$k \leftarrow l$</td>
</tr>
<tr>
<td>812</td>
<td>$a_2[k] \leftarrow a_1[k]$</td>
</tr>
<tr>
<td>813</td>
<td>if $l = p + 1$ then</td>
</tr>
<tr>
<td>814</td>
<td>$k \leftarrow p + 1$</td>
</tr>
<tr>
<td>815</td>
<td>if $m_2 = k$ then</td>
</tr>
<tr>
<td>816</td>
<td>$a_2[k] \leftarrow g(K, M_2[k])$</td>
</tr>
<tr>
<td>817</td>
<td>else</td>
</tr>
<tr>
<td>818</td>
<td>$a_2[k] \leftarrow h(K, M_2[k])$</td>
</tr>
<tr>
<td>819</td>
<td>if $p + 2 \leq l \leq m_1$ then</td>
</tr>
<tr>
<td>820</td>
<td>$k \leftarrow p + 1$</td>
</tr>
<tr>
<td>821</td>
<td>$a_2[k] \leftarrow {0, 1}^s$</td>
</tr>
<tr>
<td>822</td>
<td>if $m_1 + 1 \leq l \leq m_1 + m_2 - p - 1$ then</td>
</tr>
<tr>
<td>823</td>
<td>$k \leftarrow l - m_1 + p + 1$</td>
</tr>
<tr>
<td>824</td>
<td>if $m_2 = k$ then</td>
</tr>
<tr>
<td>825</td>
<td>$a_2[k] \leftarrow g(K, M_2[k])$</td>
</tr>
<tr>
<td>826</td>
<td>else</td>
</tr>
<tr>
<td>827</td>
<td>$a_2[k] \leftarrow h(K, M_2[k])$</td>
</tr>
<tr>
<td>828</td>
<td>for $i = k + 1$ to $m_2 - 1$ do</td>
</tr>
<tr>
<td>829</td>
<td>$a_2[i] \leftarrow h(a_2[i-1], M_2[i])$</td>
</tr>
<tr>
<td>830</td>
<td>$a_2[m_2] \leftarrow g(a_2[m_2 - 1], M_2[m_2])$</td>
</tr>
<tr>
<td>831</td>
<td>if $a_1[m_1] = a_2[m_2]$ then</td>
</tr>
<tr>
<td>832</td>
<td>return 1</td>
</tr>
<tr>
<td>833</td>
<td>else</td>
</tr>
<tr>
<td>834</td>
<td>return 0</td>
</tr>
</tbody>
</table>

Figure 46: Pseudocodes for the game $G_3$ and the adversary $A^{b_k.s_k}$. 
B.1.2 Ideal Cipher Model

A block cipher with block length $n$ and key length $\kappa$ is called an $(n,\kappa)$ block cipher. Let $E : \{0,1\}^n \times \{0,1\}^n \rightarrow \{0,1\}^n$ be an $(n,\kappa)$ block cipher. Then, $E(K,\cdot) = E_K(\cdot)$ is a permutation for every $K \in \{0,1\}^\kappa$. An $(n,\kappa)$ block cipher $E$ is called an ideal cipher if $E_K$ is a truly random permutation for every $K$.

The lazy evaluation of an ideal cipher is described as follows. The encryption oracle $E$ receives a pair of a key and a plaintext as a query, and returns a randomly selected ciphertext. On the other hand, the decryption oracle $D$ receives a pair of a key and a ciphertext as a query, and returns a randomly selected plaintext. The oracles $E$ and $D$ share a table of triplets of keys, plaintexts and ciphertexts, which are produced by the queries and the corresponding replies. Referring to the table, they select a reply to a new query under the restriction that $E_K$ is a permutation for every $K$.

B.2 Analysis

In this section, we show that Lesamnta is indistinguishable from the VIL random oracle in the ideal cipher model. The following theorem states the indistinguishability of Lesamnta in the ideal cipher model. In the remaining part of this section, $L$ is denoted by $E'$, and the decryption functions of $E$ and $E'$ are denoted by $D$ and $D'$, respectively.

**Theorem 2** Let $E$ and $E'$ be $(n,n)$ block ciphers. Let $A$ be an adversary that asks at most $q_H$ queries to the VIL oracle, $q_E$ ($q_D$) queries to the encryption (decryption) oracle for $E$, and $q_{E'}$ ($q_{D'}$) queries to the encryption (decryption) oracle for $E'$. Let $\ell$ be the maximum number of message blocks in a VIL query. Suppose that $\ell q_H + q_E + q_D + q_{E'} + q_{D'} \leq 2^{n-1}$ and $\ell q_H \geq 1$, $q_E \geq 1$, $q_D \geq 1$, $q_{E'} \geq 1$, $q_{D'} \geq 1$. Then, for Lesamnta, in the ideal cipher model,

$$Adv_{\text{indiff}}_{\text{Lesamnta},S_E,S_D,S_{E'},S_{D'}}(A) \leq \frac{3(\ell q_H + q_E + q_D + q_{E'} + q_{D'})^2}{2^n},$$

where the simulators $S_E,S_D$ and $S_{E'},S_{D'}$ are given in Figure 47. $S_E$ ($S_D$) is a simulator of the encryption (decryption) oracle for $E$. $S_{E'}$ ($S_{D'}$) is a simulator of the encryption (decryption) oracle for $E'$. $S_E$ runs in time $O(q_E(q_E+q_D))$. $S_D$ runs in time $O(q_D(q_E+q_D))$. $S_{E'}$ makes at most $2q_{E'}$ queries and runs in time $O(q_{E'}(q_E+q_D))$. $S_{D'}$ makes at most $2q_{D'}$ queries and runs in time $O(q_{D'}(q_E+q_D))$.

The simulators simulate the ideal ciphers using lazy evaluation. In Figure 47, $\mathcal{P}(s)$ and $C(s)$ ($\mathcal{P'}(s)$ and $C'(s)$) represent the set of plaintexts and that of ciphertexts for $E$ ($E'$), respectively, which are available for the reply to the current query with the key $s$. They are initially $\{0,1\}^n$, and their elements are deleted one by one as the simulation proceeds.

Let $(s_ix_iy_i)$ be the triplet determined by the $i$-th query of the adversary and the corresponding answer, where $E_s(x_i) = y_i$. Then, for the MMO compression function, $s_i$ is a chaining variable, and $x_i$ is a message block. The triplets naturally define a graph which initially consists of a single node labeled by the initial value IV and grows as the simulation proceeds. $(s_ix_iy_i)$ adds two nodes
Figure 47: Pseudocode for the simulators $S_E$, $S_D$ and $S_{E'}$, $S_{D'}$. $H$ represents the VIL random oracle. $S_{bad} = \{ y \mid y \in \{0,1\}^n \land x \oplus y \in \mathcal{V} \cup \mathcal{T} \}$. $\text{pad}(M^{(0)}) = \tilde{M}||\text{bin}(M^{(0)})$ and $\text{pad}(M^{(1)}) = \tilde{M}||\text{bin}(M^{(1)})$. $\tilde{M} = M^{(0)}||10^l$ ($0 \leq l \leq n - 2$) and $\text{bin}(M^{(0)}) = 0||\text{bin}(M^{(0)})$. $\tilde{M} = M^{(1)}$ and $\text{bin}(M^{(1)}) = 1||\text{bin}(M^{(1)})$. 

<table>
<thead>
<tr>
<th>Initialize:</th>
<th>Interface $\mathcal{E}(s, x)$:</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: $\mathcal{V} \leftarrow \emptyset$</td>
<td>400: if $s \in \mathcal{T}$ then</td>
</tr>
<tr>
<td>2: $\mathcal{T} \leftarrow { IV }$</td>
<td>401: $\tilde{M} \leftarrow \text{getnode}(s)$</td>
</tr>
<tr>
<td>3: $\mathcal{P}(s) \leftarrow {0,1}^n$</td>
<td>402: if $x \in { \text{lb}(M^{(0)}), \text{lb}(M^{(1)}) }$ then</td>
</tr>
<tr>
<td>4: $\mathcal{C}(s) \leftarrow {0,1}^n$</td>
<td>403: if $x = \text{lb}(M^{(0)})$ then</td>
</tr>
<tr>
<td>5: $\mathcal{P}'(s) \leftarrow {0,1}^n$</td>
<td>404: $E_s'(x) \leftarrow H(M^{(0)}) \oplus \text{lb}(M^{(0)})$</td>
</tr>
<tr>
<td>6: $\mathcal{C}'(s) \leftarrow {0,1}^n$</td>
<td>405: else</td>
</tr>
<tr>
<td></td>
<td>406: $E_s'(x) \leftarrow H(M^{(1)}) \oplus \text{lb}(M^{(1)})$</td>
</tr>
<tr>
<td></td>
<td>407: if $E_s'(x) \notin \mathcal{C}'(s)$ then</td>
</tr>
<tr>
<td></td>
<td>408: return fail</td>
</tr>
<tr>
<td></td>
<td>409: else</td>
</tr>
<tr>
<td></td>
<td>410: $E_s'(x) \leftarrow \mathcal{C}'(s)$</td>
</tr>
<tr>
<td></td>
<td>411: else</td>
</tr>
<tr>
<td></td>
<td>412: $E_s'(x) \leftarrow \mathcal{C}'(s)$</td>
</tr>
<tr>
<td></td>
<td>413: $\mathcal{V} \leftarrow \mathcal{V} \cup {s}$</td>
</tr>
<tr>
<td></td>
<td>414: $\mathcal{P}'(s) \leftarrow \mathcal{P}'(s) \setminus {x}$</td>
</tr>
<tr>
<td></td>
<td>415: $\mathcal{C}'(s) \leftarrow \mathcal{C}'(s) \setminus {E_s'(x)}$</td>
</tr>
<tr>
<td></td>
<td>416: return $E_s'(x)$</td>
</tr>
<tr>
<td>Interface $\mathcal{D}(s, x)$:</td>
<td>Interface $\mathcal{D}'(s, x)$:</td>
</tr>
<tr>
<td>300: if $s \in \mathcal{T}$ then</td>
<td>500: if $s \in \mathcal{T}$ then</td>
</tr>
<tr>
<td>301: $D_s(x) \leftarrow \mathcal{P}(s) \setminus S_{bad}$</td>
<td>501: $\tilde{M} \leftarrow \text{getnode}(s)$</td>
</tr>
<tr>
<td>302: $\mathcal{T} \leftarrow \mathcal{T} \cup {D_s(x) \oplus x}$</td>
<td>502: if $x \in { H(M^{(i)}) \oplus \text{lb}(M^{(i)}) \mid i = 0, 1 }$ then</td>
</tr>
<tr>
<td>303: else</td>
<td>503: if $x = H(M^{(0)}) \oplus \text{lb}(M^{(0)})$ then</td>
</tr>
<tr>
<td>304: $D_s(x) \leftarrow \mathcal{P}(s)$</td>
<td>504: $D_s'(x) \leftarrow \text{lb}(M^{(0)})$</td>
</tr>
<tr>
<td>305: $\mathcal{V} \leftarrow \mathcal{V} \cup {s}$</td>
<td>505: else if $x = H(M^{(1)}) \oplus \text{lb}(M^{(1)})$ then</td>
</tr>
<tr>
<td>306: $\mathcal{P}(s) \leftarrow \mathcal{P}(s) \setminus {D_s(x)}$</td>
<td>506: $D_s'(x) \leftarrow \text{lb}(M^{(1)})$</td>
</tr>
<tr>
<td>307: $\mathcal{C}(s) \leftarrow \mathcal{C}(s) \setminus {x}$</td>
<td>507: else</td>
</tr>
<tr>
<td>308: return $D_s(x)$</td>
<td>508: $D_s'(x) \leftarrow \mathcal{P}'(s) \setminus {\text{lb}(M^{(0)}), \text{lb}(M^{(1)})}$</td>
</tr>
<tr>
<td></td>
<td>509: else</td>
</tr>
<tr>
<td></td>
<td>510: $D_s'(x) \leftarrow \mathcal{P}'(s)$</td>
</tr>
<tr>
<td></td>
<td>511: $\mathcal{V} \leftarrow \mathcal{V} \cup {s}$</td>
</tr>
<tr>
<td></td>
<td>512: $\mathcal{P}'(s) \leftarrow \mathcal{P}'(s) \setminus {D_s'(x)}$</td>
</tr>
<tr>
<td></td>
<td>513: $\mathcal{C}'(s) \leftarrow \mathcal{C}'(s) \setminus {x}$</td>
</tr>
<tr>
<td></td>
<td>514: return $D_s'(x)$</td>
</tr>
</tbody>
</table>
labeled by \( s_i \) and \( z_i = x_i \oplus y_i \), and an edge labeled by \( x_i \) from \( s_i \) to \( z_i \). The additions avoid duplication of nodes with the same labels.

The simulators use two sets \( \mathcal{V} \) and \( \mathcal{T} \). \( \mathcal{V} \) keeps all the labels of the nodes with outgoing edge(s) in the graph. \( \mathcal{T} \) keeps all the labels of the nodes reachable from the node labeled by \( IV \) following the paths. The procedure \( \text{getnode}(s) \) returns the sequence of labels of the edges on the path from the node labeled by \( IV \) to the node labeled by \( s \).

\( S_E \) and \( S_D \) select a reply not simply from \( C(s) \) and \( \mathcal{P}(s) \) but from \( C(s) \setminus S_{\text{bad}} \) and \( \mathcal{P}(s) \setminus S_{\text{bad}} \). It prevents most of the events which make the simulators fail. For example, since \( \{ y \mid x \oplus y \in \mathcal{T} \} \subset S_{\text{bad}} \), every node in \( \mathcal{T} \) has a unique path from the node labeled by \( IV \). Thus, \( M \) is uniquely identified at the lines 401 and 501.

The most critical work of the simulators is to reply to the decryption query related to the output function in Lesamnta for some input \( M \). Let \((s, x)\) be the query to the simulator \( S_{D'} \). In order to reply to \((s, x)\) properly, \( S_D \) has to ask \( M \) to the VIL random oracle \( H \) and return \( H(M) \oplus x \). Owing to the padding scheme \( \text{pad} \), there exist only two possibilities for \( M, M^{(0)} \) and \( M^{(1)} \), which correspond to the message blocks \( \hat{M} \) fed to the compression functions before the output function. Thus, \( S_{D'} \) can accomplish the work.

## C PRF Modes Using Lesamnta

Some notations and definitions used in the remaining part are given in Appendix A.

### C.1 Pseudorandomness with Multi-Oracle

Let \( \mathcal{B} = \{0, 1\}^n \). Let \( A \) be an adversary with access to \( m \) pairs of oracles \( u_1, u'_1, u_2, u'_2, \ldots, u_m, u'_m \). The \( m \)-prfp-advantage of \( A \) against \((h, g)\) is defined as follows:

\[
\text{Adv}_{h, g}^{m\text{-prfp}}(A) = \left| \Pr[A^{h_{K_1}, \ldots, h_{K_m}} = 1 | K_1, \ldots, K_m \leftarrow \mathcal{B}] - \Pr[A^{\rho_1, \ldots, \rho_m} = 1 | \rho_1, \ldots, \rho_m \leftarrow \text{Func}(\mathcal{B}, \mathcal{B})] \right|
\]

**Lemma 7** Let \( h_K(x) = E_K(x) \oplus x \) and \( g_K(x) = L_K(x) \oplus x \). Let \( A \) be a prfp-adversary with \( 2m \) oracles. Suppose that \( A \) runs in time at most \( t \), and makes at most \( q \) queries. Then, there exists a prfp-adversary \( B \) such that

\[
\text{Adv}_{h, g}^{m\text{-prfp}}(A) \leq m \cdot \text{Adv}_{E, L}^{\text{prfp}}(B) + \frac{q(q - 1)}{2^{m+1}}.
\]

\( B \) makes at most \( q \) queries and runs in time at most \( t + O(q(T_h + T_g)) \), where \( T_h \) and \( T_g \) represent the time required to compute \( h \) and \( g \), respectively.
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Proof. For a permutation $\pi \in \text{Perm}(B)$, let $\tilde{\pi}(x) = \pi(x) \oplus x$.

$$\text{Adv}_{h,s}^{m,\text{prp}}(A) = \Pr[A^{h_{K_1}, \ldots, h_{K_m}, s_{K_m}} = 1 \mid K_1, \ldots, K_m \leftarrow \mathcal{B}]$$

$$- \Pr[A^{h_{\tilde{K}_1}, \ldots, h_{\tilde{K}_m}, s_{\tilde{K}_m}} = 1 \mid \rho_1, \rho_1', \ldots, \rho_m, \rho_m' \leftarrow \text{Func}(\mathcal{B}, \mathcal{B})]$$

$$\leq \Pr[A^{h_{K_1}, \ldots, h_{K_m}, s_{K_m}} = 1 \mid K_1, \ldots, K_m \leftarrow \mathcal{B}]$$

$$- \Pr[A^{h_{\tilde{K}_1}, \ldots, h_{\tilde{K}_m}, s_{\tilde{K}_m}} = 1 \mid \pi_1, \pi_1', \ldots, \pi_m, \pi_m' \leftarrow \text{Perm}(\mathcal{B})]$$

$$+ \Pr[A^{h_{\tilde{K}_1}, \ldots, h_{\tilde{K}_m}, s_{\tilde{K}_m}} = 1 \mid \pi_1, \pi_1', \ldots, \pi_m, \pi_m' \leftarrow \text{Perm}(\mathcal{B})]$$

$$- \Pr[A^{h_{\tilde{K}_1}, \ldots, h_{\tilde{K}_m}, s_{\tilde{K}_m}} = 1 \mid \rho_1, \rho_1', \ldots, \rho_m, \rho_m' \leftarrow \text{Func}(\mathcal{B}, \mathcal{B})] .$$

For $0 \leq i \leq m$, let $O_i$ be $2m$ oracles such that $h_{K_1}, g_{K_1}, \ldots, h_{K_i}, g_{K_i}, \tilde{\pi}_{i+1}, \tilde{\rho}_{i+1}, \ldots, \tilde{\pi}_m, \tilde{\rho}_m$, where $K_1, \ldots, K_i \leftarrow \mathcal{B}$ and $\pi_{i+1}, \pi_{i+1}', \ldots, \pi_m, \pi_m' \leftarrow \text{Perm}(\mathcal{B})$. A prpp-adversary $B$ is constructed using $A$ as a subroutine. The algorithm of $B$ with oracle $u, u'$ is as follows:

1. $i \leftarrow \{1, 2, \ldots, m\}$.

2. runs $A$ with oracles $h_{K_1}, g_{K_1}, \ldots, h_{K_{i-1}}, g_{K_{i-1}}, \tilde{u}, \tilde{u}', \tilde{\pi}_{i+1}, \tilde{\rho}_{i+1}, \ldots, \tilde{\pi}_m, \tilde{\rho}_m$, where $K_1, \ldots, K_{i-1} \leftarrow \mathcal{B}$ and $\pi_{i+1}, \pi_{i+1}', \ldots, \pi_m, \pi_m' \leftarrow \text{Perm}(\mathcal{B})$.

3. outputs $A$'s output.

Then,

$$\Pr[B^{E_{x,L}} = 1 \mid K \leftarrow \mathcal{B}] = \frac{1}{m} \sum_{i=1}^{m} \Pr[A^{O_i} = 1]$$

and

$$\Pr[B^{x,\pi'} = 1 \mid \pi, \pi' \leftarrow \text{Perm}(\mathcal{B})] = \frac{1}{m} \sum_{i=0}^{m-1} \Pr[A^{O_i} = 1] .$$

Thus,

$$\text{Adv}_{E,L}^{m,\text{prp}}(B) = \Pr[B^{E_{x,L}} = 1 \mid K \leftarrow \mathcal{B}] - \Pr[B^{x,\pi'} = 1 \mid \pi, \pi' \leftarrow \text{Perm}(\mathcal{B})]$$

$$= \frac{1}{m} \Pr[A^{O_m} = 1] - \Pr[A^{O_0} = 1] ,$$

$B$ makes at most $q$ queries and runs in time at most $t + O(q(T_h + T_g))$. There may exist an algorithm with the same resources and larger advantage. Let us also call it $B$. Then,

$$\left| \Pr[A^{O_m} = 1] - \Pr[A^{O_0} = 1] \right| \leq m \cdot \text{Adv}_{E,L}^{m,\text{prp}}(B) .$$
It is possible to distinguish \( \tilde{\pi}_1, \tilde{\pi}_1', \ldots, \tilde{\pi}_m, \tilde{\pi}_m' \) and \( \rho_1, \rho_1', \ldots, \rho_m, \rho_m' \) only by the fact that there may be a collision for \( \rho(x) \oplus x \) for \( \rho \in \text{Func}(\mathcal{B}, \mathcal{B}) \). Thus, since \( A \) makes at most \( q \) queries,

\[
\begin{align*}
\Pr[A^{\tilde{\pi}_1, \tilde{\pi}_1', \ldots, \tilde{\pi}_m, \tilde{\pi}_m' = 1} | \pi_1, \pi_1', \ldots, \pi_m, \pi_m' \leftarrow \text{Perm}(\mathcal{B})] & - \Pr[A^{\rho_1, \rho_1', \ldots, \rho_m, \rho_m' = 1} | \rho_1, \rho_1', \ldots, \rho_m, \rho_m' \leftarrow \text{Func}(\mathcal{B}, \mathcal{B})]
\end{align*}
\leq \frac{q(q-1)}{2^{n+1}}.
\]

\( \square \)

\section{Security of Keyed-via-IV Mode}

For the compression function \( h \) and the output function \( g \), let \( gh^* : \mathcal{B} \times \mathcal{B}^+ \to \mathcal{B} \) be a function family such that \( gh^*(K, M) \) is defined for \( K \in \mathcal{B} \) and \( M \in \mathcal{B}^+ \) as follows: Let \( M = M^{(1)} || \cdots || M^{(N)} \) and \( M^{(i)} \in \{0, 1\}^n \) for \( 1 \leq i \leq N \). Then,

1. \( a^{(0)} = K \),
2. If \( N \geq 2 \), then \( a^{(i)} = h(a^{(i-1)}, M^{(i)}) \) for \( 1 \leq i \leq N - 1 \),
3. \( gh^*(K, M) = g(a^{(N-1)}, M^{(N)}) \).

Keyed-Lesamnta is a function \( gh^* : \mathcal{B} \times D \to \mathcal{B} \) such that \( D = \{ X | X = \text{pad}(M) \text{ for some } M \in \{0, 1\}^+ \} \subset \mathcal{B}^+ \), where \( \text{pad} \) is the padding function. Thus, in the following part, \( gh^* \) is analyzed instead of Keyed-Lesamnta. The analysis is similar to that of \cite{15}.

\textbf{Lemma 8} Let \( A \) be a prf-adversary against \( gh^* \). Suppose that \( A \) runs in time at most \( t \), and makes at most \( q \) queries, and each query has at most \( \ell \) blocks. Then, there exists a prfp-adversary \( B \) with access to 2\( q \) oracles such that

\[
\text{Adv}^\text{prf}_{gh^*}(A) \leq \ell \cdot \text{Adv}^q \text{prfp}_{h, g}(B).
\]

\( B \) makes at most \( q \) queries and runs in time at most \( t + O(q(\ell T_h + T_g)) \).

\textbf{Proof.} Let \( \mathcal{B}^{\leq i} = \bigcup_{d=0}^{i} \mathcal{B}^d \). For \( i \in \{0, 1, \ldots, \ell\} \) and two functions \( \alpha : \mathcal{B}^{\leq i} \to \mathcal{B} \) and \( \beta : \mathcal{B}^i \to \mathcal{B} \), a function \( I_i[\alpha, \beta] : \mathcal{B}^{\leq i} \to \mathcal{B} \) is defined as follows:

\[
I_i[\alpha, \beta](M_1M_2 \cdots M_k) = \begin{cases}
\alpha(M_1 \cdots M_k) & \text{if } k \leq i, \\
gh^*(\beta(M_1 \cdots M_i), M_{i+1} \cdots M_k) & \text{if } k > i.
\end{cases}
\]

Notice that \( \alpha \) and \( \beta \) are just random elements from \( \mathcal{B} \) if \( i = 0 \). Let

\[
P_i = \Pr[A^{I_i[\alpha, \beta]} = 1 | \alpha \leftarrow \text{Func}(\mathcal{B}^{\leq i}, \mathcal{B}) \land \beta \leftarrow \text{Func}(\mathcal{B}^i, \mathcal{B})].
\]
Note that

\[
\text{Adv}_{\text{uni}}(A) = \left| P_0 - P_1 \right| .
\]

A $q$-prfp-adversary $B$ with $2q$ oracles is constructed using $A$ as a subroutine. For $i \in \{1, \ldots, \ell\}$, a $q$-prfp-adversary $B'_i$ is first defined.

$B_i$ first picks $\gamma \leftarrow \text{Func}(\mathcal{B}^{z'_i}, \mathcal{B})$. Actually, $B_i$ implements $\gamma$ via lazy sampling. Then, $B_i$ runs $A$. $B_i$ has to answer $q$ queries of $A$ appropriately. In order to do that, $B_i$ maintains a counter $idx$, which is initially set to 0. When $B_i$ receives the $j$-th query $M_j = M_j^{(1)}M_j^{(2)} \cdots M_j^{(k)}$ of $A$, $B_i$ returns

\[
\begin{cases}
\gamma(M_j^{(1)} \cdots M_j^{(k)}) & \text{if } k < i, \\
u'_{\text{idx}(M_j^{(1)} \cdots M_j^{(i-1)}, M_j^{(i)})} & \text{if } k = i, \\
g^{*}(u'_{\text{idx}(M_j^{(1)} \cdots M_j^{(i-1)}, M_j^{(i)})}, M_j^{(i+1)} \cdots M_j^{(k)}) & \text{if } k > i.
\end{cases}
\]

In the above, $\text{idx}(M_j^{(1)} \cdots M_j^{(i-1)})$ is a unique integer in $\{1, \ldots, q\}$ which depends on the query $M_j^{(1)} \cdots M_j^{(i-1)}$. It can be defined using the counter $idx$, which is initially 0. If there is a previous query $M_p^{(1)} \cdots M_p^{(i-1)}$ such that $M_p^{(1)} \cdots M_p^{(i-1)} = M_j^{(1)} \cdots M_j^{(i-1)}$, then define $\text{idx}(M_j^{(1)} \cdots M_j^{(i-1)}) = \text{idx}(M_p^{(1)} \cdots M_p^{(i-1)})$, and otherwise increase $idx$ by 1 and define $\text{idx}(M_j^{(1)} \cdots M_j^{(i-1)}) = idx$.

Now, suppose that $B_i$ is given oracles $u_i, u'_i$ such that $u_i = h_{K_i}$ and $u'_i = g_{K_i}$ with $K_i \leftarrow \mathcal{B}$ for $1 \leq l \leq q$. Then, when $A$ makes the $j$-th query $M_j = M_j^{(1)}M_j^{(2)} \cdots M_j^{(k)}$, $B_i$ returns

\[
\begin{cases}
\gamma(M_j^{(1)} \cdots M_j^{(k)}) & \text{if } k < i, \\
g^{*}_{\text{idx}(M_j^{(1)} \cdots M_j^{(i-1)}, M_j^{(i)})} = g(K_{\text{idx}(M_j^{(1)} \cdots M_j^{(i-1)}, M_j^{(i)})}) & \text{if } k = i, \\
g^{*}(h_{\text{idx}(M_j^{(1)} \cdots M_j^{(i-1)}, M_j^{(i)})}, M_j^{(i+1)} \cdots M_j^{(k)}) = g^{*}(K_{\text{idx}(M_j^{(1)} \cdots M_j^{(i-1)}, M_j^{(i)})}, M_j^{(i+1)} \cdots M_j^{(k)}) & \text{if } k > i.
\end{cases}
\]

Since $K_{\text{idx}(M_j^{(1)} \cdots M_j^{(i-1)})}$ is a random function of $M_j^{(1)} \cdots M_j^{(i-1)}$, we can say that $A$ hash oracle access to $I_{l-1}[\alpha, \beta]$ with $\alpha \leftarrow \text{Func}(\mathcal{B}^{z_{l-1}}, \mathcal{B})$ and $\beta \leftarrow \text{Func}(\mathcal{B}^{z_{l-1}}, \mathcal{B})$. Therefore,

\[
\text{Pr}[B_i^{h_{K_1}, g_{K_1}, \ldots, h_{K_q}, g_{K_q}} = 1 | K_1, \ldots, K_q \leftarrow \mathcal{B}] = P_{l-1} .
\]

Next, suppose that $B_i$ is given $2q$ independent random oracles $\rho_1, \rho'_1, \ldots, \rho_q, \rho'_q \leftarrow \text{Func}(\mathcal{B}, \mathcal{B})$. Then, $B_i$ returns

\[
\begin{cases}
\gamma(M_j^{(1)} \cdots M_j^{(k)}) & \text{if } k < i, \\
\rho'_{\text{idx}(M_j^{(1)} \cdots M_j^{(i-1)}, M_j^{(i)})} & \text{if } k = i, \\
g^{*}(\rho_{\text{idx}(M_j^{(1)} \cdots M_j^{(i-1)}, M_j^{(i)})}, M_j^{(i+1)} \cdots M_j^{(k)}) & \text{if } k > i.
\end{cases}
\]

Since $\rho_{\text{idx}(M_j^{(1)} \cdots M_j^{(i-1)}, M_j^{(i)})}$ and $\rho'_{\text{idx}(M_j^{(1)} \cdots M_j^{(i-1)}, M_j^{(i)})}$ are independent random functions of $M_j^{(1)} \cdots M_j^{(i-1)}M_j^{(i)}$, we can say that $A$ has oracle access to $I_{l}[\alpha, \beta]$ with $\alpha \leftarrow \text{Func}(\mathcal{B}^{z_{l}}, \mathcal{B})$ and $\beta \leftarrow \text{Func}(\mathcal{B}^{z_{l}}, \mathcal{B})$. Therefore,

\[
\text{Pr}[B_i^{\rho_1, \rho'_1, \ldots, \rho, \rho'_q} = 1 | \rho_1, \rho'_1, \ldots, \rho_q, \rho'_q \leftarrow \text{Func}(\mathcal{B}, \mathcal{B})] = P_l .
\]
Finally, $B$ is defined as follows: It first chooses $i \leftarrow \{1, \ldots, \ell\}$, then behaves identically to $B_i$. Then,

$$\text{Adv}_{h,s}^{q,\text{prf}}(B) = \Pr[B^{h_{K_1}, s_{K_1}, \ldots, h_{K_q}, s_{K_q}} = 1 | K_1, \ldots, K_q \leftarrow \mathcal{B}] - \Pr[B^{h_{\rho'_1}, \ldots, h_{\rho'_q}} = 1 | \rho_1, \rho'_1, \ldots, \rho_q, \rho'_q \leftarrow \text{Func}^s(\mathcal{B}, \mathcal{B})]$$

$$= \frac{1}{\ell} |P_0 - P_\ell| = \frac{1}{\ell} \text{Adv}_{gh}^{\text{prf}}(A).$$

$B$ makes at most $q$ queries and runs in time at most $t + O(q(\ell T_h + T_g))$. There may exist an algorithm with the same resources and larger advantage. Let us also call it $B$. Then,

$$\text{Adv}_{gh}^{\text{prf}}(A) \leq \ell \cdot \text{Adv}_{h,s}^{q,\text{prf}}(B).$$

The following theorem directly follows from Lemmas 7 and 8.

**Theorem 3** Let $A$ be a prf-adversary against $gh^*$. Suppose that $A$ runs in time at most $t$, and makes at most $q$ queries, and each query has at most $\ell$ blocks. Then, there exists a prpp-adversary $B$ such that

$$\text{Adv}_{gh}^{\text{prf}}(A) \leq \ell q \cdot \text{Adv}_{E,L}^{\text{prpp}}(B) + \frac{\ell q(q - 1)}{2^n + 1}.$$

$B$ makes at most $q$ queries and runs in time at most $t + O(q(\ell T_E + T_L))$.

The following corollary is immediate from Theorem 3. It is on the pseudorandomness of Keyed-Lesamnta.

**Corollary 2** Let $A$ be a prf-adversary against Keyed Lesamnta. Suppose that $A$ runs in time at most $t$, and makes at most $q$ queries, and each query has at most $\ell$ blocks. Then, there exists a prpp-adversary $B$ such that

$$\text{Adv}_{\text{Keyed}}^{\text{prf}}(A) \leq \ell q \cdot \text{Adv}_{E,L}^{\text{prpp}}(B) + \frac{\ell q(q - 1)}{2^n + 1}.$$  

$B$ makes at most $q$ queries and runs in time at most $t + O(q(\ell T_E + T_L))$, where $T_E$ and $T_L$ represent the time required to compute $E$ and $L$, respectively.

### C.3 Security of Key-Prefix Mode

Let $\nu_E : \mathcal{B} \rightarrow \mathcal{B}$ be a function such that $\nu_E(K) = E_{IV}(K) \oplus K$. Key-Prefix-Lesamnta with a key $K \in \mathcal{B}$ and a message input $M \in \{0, 1\}^*$ is $gh^*(\nu_E(K), M')$, where $M' \in \mathcal{B}^+$ and $\text{pad}(K || M) = K || M'$.

The following lemma says that Key-Prefix-Lesamnta is a PRF if $gh^*$ is a PRF and $\nu_E$ is a PRBG.
**Lemma 9** Let $A$ be a prf-adversary against Key-Prefix-Lesamnta. Suppose that $A$ runs in time at most $t$ and makes at most $q$ queries, and each query has at most $\ell$ blocks. Then, there exist a prf-adversary $B$ against $gh^*$ and a prbg-adversary $B'$ against $\nu_E$ such that

$$\text{Adv}_{\text{Key-prefix}}^\text{prf}(A) \leq \text{Adv}_{gh^*}^\text{prf}(B) + \text{Adv}_{\nu_E}^\text{prbg}(B').$$

$B$ runs in time at most $t + O(\ell nq)$, makes at most $q$ queries, and each query has at most $\ell$ blocks. $B'$ runs in time at most $t + O(q(\ell T_h + T_h)).$

Now, the security of Key-Prefix-Lesamnta as a PRF is reduced to the security of $E$ and $L$ as a PRP pair and that of $\nu_E$ as a PRBG.

**Theorem 4** Let $A$ be a prf-adversary against Key-Prefix-Lesamnta. Suppose that $A$ runs in time at most $t$, and makes at most $q$ queries, and each query has at most $\ell$ blocks. Then, there exist a prpp-adversary $B$ against $E$ and $L$, and a prbg-adversary $B'$ against $\nu_E$ such that

$$\text{Adv}_{\text{Key-prefix}}^\text{prf}(A) \leq \ell q \cdot \text{Adv}_{E,L}^\text{prpp}(B) + \text{Adv}_{\nu_E}^\text{prbg}(B') + \frac{\ell q(q - 1)}{2n+1}.$$

$B$ makes at most $q$ queries and runs in time at most $t + O(q(\ell T_E + T_L))$. $B'$ runs in time at most $t + O(q(\ell T_E + T_L)).$